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1. Introduction

In this supplementary material, we present the formu-
lation of cubic-spline, additional quantitative evaluation of
BAD-NeRF under different configurations, visualization of
the optimized camera motion trajectories and additional
qualitative experimental results.

2. Cubic B-Spline Formulation

Compared to a linear-spline, a more complex camera tra-
jectory within exposure time can be controlled by four con-
trol knots, denoted as T0, T1, T2 and T3 ∈ SE(3). We
assume that the four control knots are uniformly sampled
at a fixed time interval and the trajectory begins with T0 at
time t = 0 and terminates with T3 at time t = τ , where τ
represents the exposure time. We introduce the parameter
u = t

τ , where u lies within the interval [0, 1). Based on the
De Boor-Cox formula [3], the matrix representation of the
cumulative basis B̃(u) can be written as

B̃(u) = C
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The virtual camera pose at time t can then be represented
as

T(u) = T0 ·
2∏

j=0

exp(B̃(u)j+1 ·Ωj), (2)

where B̃(u)j+1 denotes the (j + 1)th element of the vec-
tor B̃(u), Ωj = log(T−1

j · Tj+1). Assuming there are n
virtual sharp images within exposure time, it can be derived
that Ti, which corresponds to the ith virtual pose, is differ-
entiable with respect to T0, T1, T2 and T3. The goal of
BAD-NeRF is now to estimate T0, T1, T2 and T3 for each
frame, as well as the learnable parameters of NeRF.
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Figure 1. Results of BAD-NeRF on the Factory scene when
training with gamma-distorted and non-distorted blurry im-
ages. First row: Input blurry (training) images. Second row:
Rendering results of BAD-NeRF. Third row: Groundtruth.

3. Additional Quantitative Evaluations

In this section, we study the robustness of BAD-NeRF
against the non-linearity (i.e. camera response function)
of real image formation process. In particular, we apply
gamma operation (i.e. with γ = 2.2 on the Factory se-
quence) on both the blurry and sharp images, to introduce
non-linearity in the color space. We then train our model
(i.e. without explicitly modeling the gamma correction)
with the gamma-distorted blurry images, and then com-
pare the rendered sharp images against the gamma-distorted
sharp images. The resulting metric of gamma operation
(i.e. with a PSNR metric as 32.07) is almost the same as
that without gamma distortion (i.e. with a PSNR metric as
32.08), qualitative results are shown in Fig. 1. It demon-
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Figure 2. Qualitative Comparisons of estimated camera poses on Deblur-NeRF dataset. These are results on Cozy2room, Factory,
Pool, Tanabata and Trolley sequences respectively. The results demonstrate that our method delivers reasonable camera pose estimations
and performs better than both COLMAP [4] and BARF [1].

strates the robustness of our method against the nonlinear
camera response function.

4. Trajectory Visualization

In this section, we present the visualization results in
terms of camera pose estimation. The experiments are con-
ducted on the synthetic dataset of Deblur-NeRF [2]. We
present the comparison result of BAD-NeRF against BARF
[1] and COLMAP [4] in Fig. 2. It demonstrates that our
method recovers reasonable motion trajectories and per-
forms better than both COLMAP [4] and BARF [1].

5. Additional Qualitative Evaluations

We present additional qualitative experimental results on
both the synthetic and real datasets. The results are pre-
sented in Fig. 3 and Fig. 4 respectively. It further demon-
strates the superior performance of our method against prior
state-of-the-art approaches.
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Figure 3. Qualitative results of different methods with synthetic datasets. Note that DeblurNeRF* is trained with the ground-truth
poses, while the other one is trained with the estimated poses by COLMAP [4]. It demonstrates that our method can deliver sharper results
compared to prior works.
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Figure 4. Qualitative results of different methods with real datasets. It demonstrates that our method recovers sharper results compared
to prior works, especially for boundaries with large depth variations compared to Deblur-NeRF [2].
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