
Supplementary: Hierarchical Temporal Transformer for 3D Hand Pose
Estimation and Action Recognition from Egocentric RGB Videos

We attach a supplementary video supp.mp4 to support
our discussion for hand pose estimation and action recogni-
tion in the main text, which could be played by most play-
ers. The video contains two parts with qualitative analysis
for videos from the FPHA [1] and H2O [2] dataset.

The first part focuses on hand pose, where we show our
qualitative results for hand pose estimation on both datasets.
In this part we also verify our design choice of leveraging
the short-term temporal cue for pose module, by compar-
ing ours with alternative setups without the temporal cue
or with a long-term temporal cue. For these three setups,
we visualize the estimated hand pose; for setups using the
temporal cue, we also visualize the attention weights among
frames for the final layer of the pose block.

The second part focuses on action, using videos of dif-
ferent actions from the H2O [2] dataset. For our setup, we
visualize the attention weights of the final layer of the action
block, from the action token to the other per-frame tokens,
to inspect the pattern of attention distribution for different
actions.
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