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1. Details of -TIP Datasets
This section provides detailed information about the

three curated datasets used in our experiments.

1.1. Basketball-TIP

𝜃𝜃

𝑟𝑟

(a) Circle Mode (b) Camera Mode

Figure 1. Two strategies, “circle mode” and “camera mode”, to
simulate the realistic appearance and disappearance of players.

Basketball-TIP is constructed using the NBA dataset [4],
which contains 104,003 training sequences and 13,464 test-
ing sequences. Each sequence includes 11 trajectories: the
ball, 5 offensive players, and 5 defensive players, with 50
frames captured over 8 seconds. The basketball court size is
94 feet by 50 feet. We use two strategies, “circle mode” and
“camera mode”, to simulate the realistic appearance and
disappearance of players during real sports game matches,
as shown in Fig. 1. In the “circle mode” strategy, we de-
fine a circle centered on the ball with a radius of r. Players
within this circle are visible while others are invisible. In
the “camera mode” strategy, we place a simulated camera
located at the sideline midpoint of the basketball court with
a fixed field of view (FOV) angle of θ. The FOV bisector
tracks the ball throughout the whole sequence, and by inter-
secting the FOV with the court plane, we obtain a projected
in-frame polygon. Players within this polygon are observ-
able while others are invisible. We curate Basketball-TIP

*Work done during Yi’s internship at Honda Research Institute, under
Chiho Choi’s supervision.

with six scenarios by defining three different radii r (in feet)
and three different angles θ (in degrees).

1.2. Football-TIP

Football-TIP is constructed from NFL Football Dataset1,
which contains 10,780 training sequences and 2,492 test-
ing sequences. Each sequence includes 21 trajectories: the
ball, 10 offensive players, and 10 defensive players, with 50
frames captured over 10 seconds. The football field size is
120 yards by 53.3 yards. We use the same “circle mode”
and “camera mode” strategies as in Basketball-TIP to cu-
rate different scenarios. We define three different radii r (in
yards) and three different angles θ (in degrees) to curate six
scenarios for evaluation.

1.3. Vehicle-TIP

We curated Vehicle-TIP using the Omni-MOT [3]2,
which offers three levels of difficulty based on the camera’s
viewpoints: Easy, Ordinary, and Hard. With the Easy view-
point, we have 29,239 training sequences and 6,419 testing
sequences. With the Ordinary viewpoint, we have 33,831
training sequences and 7,427 testing sequences. And with
the Hard viewpoint, we have 31,714 training sequences and
6,962 testing sequences. The scene size is 810 × 540 pix-
els. The dataset also includes an integrity value for each
time step, which indicates how much of the vehicle is oc-
cluded. This allowed us to simulate real-world scenarios of
occlusions while retaining the ground truth positional val-
ues of each vehicle. By thresholding the integrity value, we
could determine if a vehicle was occluded or not.

1.4. Dateset Pre-Processing and Statistics

Pre-Processing. In our experiments, we normalized
Basketball-TIP and Football-TIP data into [−1, 1] based on

1https://github.com/nfl-football-ops/Big-Data-
Bowl

2https://github.com/shijieS/OmniMOTDataset
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Figure 2. Histogram of visible agent numbers in one sequence of Basketball-TIP.

Datasets Statistics
On Average

r = 3 ft. r = 5 ft. r = 7 ft. θ = 10◦ θ = 20◦ θ = 30◦

Train Test Train Test Train Test Train Test Train Test Train Test

Basketball-TIP
Visible Agent Number 3.14 2.99 4.31 4.17 5.07 4.95 7.10 6.81 7.82 7.57 8.29 8.09
Visible Frame Length 3.93 3.93 5.22 5.21 6.92 6.91 7.53 7.35 12.35 12.06 16.60 16.30

Missing Rate (%) 90.18 90.16 86.95 86.97 82.70 82.72 81.18 81.62 69.12 69.86 58.50 59.25

r = 2 yd. r = 4 yd. r = 6 yd. θ = 2◦ θ = 6◦ θ = 8◦

Train Test Train Test Train Test Train Test Train Test Train Test

Football-TIP
Visible Agent Number 11.67 11.69 14.97 14.99 15.83 15.85 6.20 6.31 10.87 10.92 13.45 13.55
Visible Frame Length 3.56 3.61 10.59 10.62 17.43 17.45 4.48 4.47 11.30 11.36 14.28 14.31

Missing Rate (%) 91.09 90.98 73.53 73.46 56.42 56.38 88.86 88.83 71.74 71.61 64.30 64.24

Table 1. Statistics of Basketball-TIP and Football-TIP.

the court/field size, while for Vehicle-TIP, we normalized
the data into [−1, 1] based on the scene size.

Statistics In sports games, not all players participate in
the offensive or defensive rounds. Some players may be
completely out of view for the entire observation duration.
We calculate the number of visible agents (players) that ap-
peared in at least one frame in each sequence during the

observation. Tab. 1 shows the average results, where Visi-
ble Agent Number represents the average number of agents
(out of 10 in Basketball-TIP and out of 22 in Football-TIP)
that are visible in each sequence, Visible Frame Length rep-
resents the average length of visible observed frames (out
of 40) of each agent, and Missing Rate represents the ra-
tio of missing points number to total observed points of the



Figure 3. Histogram of visible agent numbers in one sequence of Football-TIP.

Dataset Statistics
Easy Ordinary Hard

Training Set Testing Set Training Set Testing Set Training Set Testing Set
#Ave # Max # Min #Ave # Max # Min #Ave # Max # Min #Ave # Max # Min #Ave # Max # Min #Ave # Max # Min

Vehicle-TIP

Visible Agent Number 10.80 62 1 10.65 61 1 13.37 105 1 13.44 104 1 12.32 73 1 12.38 67 1
Frame Length 69.55 90 1 69.06 90 1 71.28 90 1 71.16 90 1 66.88 90 1 67.14 90 1

Observation Length 46.36 60 0 46.05 60 0 47.51 60 0 47.42 60 0 44.61 60 0 44.80 60 0
Prediction Length 23.19 30 0 23.02 30 0 23.77 30 0 23.74 30 0 22.27 30 0 22.34 30 0

Visible Frame Length 14.04 60 18 13.95 60 18 14.38 60 18 14.35 60 18 13.55 60 18 13.60 60 18
Missing Rate (%) 69.71 − − 69.70 − − 69.74 − − 69.74 − − 69.63 − − 69.64 − −

Table 2. Statistics of Vehicle-TIP.



Figure 4. Relation between average error and missing rate on
Basketball-TIP.

Figure 5. Relation between average error and missing rate on
Football-TIP.

whole scenario. The average missing rates are over 50%
of all 12 scenarios of Basketball-TIP and Football-TIP, pos-
ing a significant challenge for trajectory imputation. Fig. 2
and Fig. 3 show detailed results of Visible Agent Numbers
on six scenarios.

In contrast, the number of agents (vehicles) in each se-
quence of Vehicle-TIP is not fixed, and the trajectory length
of each agent varies. Tab. 2 provides statistics (mean, max,
min) of Vehicle-TIP. In this table, Visible Agent Number
represents the number of agents that are visible in each se-
quence, Frame Length represents the trajectory length of
each agent, Observation Length represents the observed tra-
jectory length (out of 60) of each agent, Prediction Length
represents the to be predicted trajectory length (out of 30)
of each agent, Visible Frame Length represents the visible
trajectory length (out of the observed trajectory length) of
each agent, and Missing Rate represents the ratio of miss-

ing points number to total observed points of the whole sce-
nario. For all three scenarios, the average missing rates are
over 69%, and the number of visible agents varies. There-
fore, Vehicle-TIP is much more challenging than the sports
datasets.

2. Experiments
In this section, we provide complete experiments includ-

ing visualizations of our GC-VRNN.

2.1. Implementation Details of Baselines

For INAM [2], since there is no official implementation,
we try our best to reproduce the method based on the im-
plementation details reported in their paper.

For GMAT [4], we adopt their official implementation 3

in our Basketball-TIP and Football-TIP. For Basketball-TIP,
the macro-intent labels are extracted as what they do in the
paper, but we make imputations for all 10 players instead of
only considering the offensive team. For Football-TIP, we
segment the half-field into 12×11 grid of 5yd.×5yd. boxes
and extract macro-intent labels accordingly. Other hyper-
parameters such as feature dimensions, and the number of
layers, are the same with [4].

For NAOMI [1], we adopt their official implementation 4

in our Basketball-TIP and Football-TIP. Instead of only im-
puting 5 players in their basketball dataset, we make im-
putations for a total of 10 players in Basketball-TIP and
22 players in Football-TIP. Other hyper-parameters such as
feature dimensions, and the number of layers, are the same
with their method.

We attempted to fine-tune the hyper-parameters during
training for these baselines, but we did not observe any sub-
stantial improvements. As a result, we decided to use the
hyper-parameters specified in the original papers for con-
sistency.

2.2. Implementation details of Our Method

Within these three datasets, there are some sequences
where some agents remain invisible throughout the entire
observation period. In our implementation, we only conduct
imputations and predictions for agents that have at least one
observed frame.

2.3. Performance Analysis

We show the relation between the error and the missing
rate on Basketball-TIP and Football-TIP in Fig. 4 and Fig. 5.
For Basketball-TIP, the errors increase when the missing
rate increases. However, it is interesting that the imputa-
tion error on Football-TIP (circle mode) decreases when the

3https : / / github . com / ezhan94 / multiagent -
programmatic-supervision.

4https://github.com/felixykliu/NAOMI.



Datasets ID GCL r = 3 ft. r = 5 ft. r = 7 ft. θ = 10◦ θ = 20◦ θ = 30◦

ST DL EC I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Basketball-TIP
(In Feet)

1 ✓ 7.24 9.46 7.23 9.33 7.16 9.01 6.20 7.30 6.05 5.96 5.78 5.28
2 ✓ 7.16 9.44 6.87 8.95 6.74 8.93 6.15 7.27 5.98 5.40 5.70 5.19
3 ✓ ✓ 7.11 9.33 6.84 7.89 6.55 8.54 5.98 7.18 5.60 5.27 5.51 5.08
4 ✓ ✓ 7.10 9.09 6.54 7.26 6.30 7.08 5.90 6.96 5.59 5.20 5.41 4.90
5 ✓ ✓ 7.07 8.10 6.49 6.91 6.26 6.04 5.87 6.32 5.59 5.11 5.88 6.09

Ours ✓ ✓ ✓ 7.03 7.50 6.41 6.80 6.24 5.93 5.86 6.29 5.56 4.74 5.39 4.28

ID GCL r = 2 yd. r = 4 yd. r = 6 yd. θ = 2◦ θ = 6◦ θ = 8◦

ST DL EC I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Football-TIP
(In Yards)

1 ✓ 4.20 4.83 4.89 5.24 6.23 5.04 5.77 8.21 5.79 6.99 6.13 7.01
2 ✓ 4.18 4.75 4.84 4.65 6.25 5.24 5.60 7.77 6.01 7.10 6.21 6.89
3 ✓ ✓ 4.14 4.71 4.76 4.63 6.18 5.23 5.67 7.75 5.58 7.12 5.71 6.30
4 ✓ ✓ 4.11 4.69 4.70 4.60 6.24 5.12 5.69 7.68 5.70 7.31 5.73 6.84
5 ✓ ✓ 4.10 4.59 4.76 4.58 6.24 4.83 5.65 7.66 6.11 7.33 6.09 6.78

Ours ✓ ✓ ✓ 3.95 4.50 4.68 4.42 5.19 4.66 5.54 7.58 5.37 5.88 5.42 5.71

Table 3. Component study of three GCLs in MS-GNN on Basketball-TIP and Football-TIP. ST denotes the Static Topology GCL, DL
represents the Dynamic Learnable GCL, and EC represents the Edge Conditioned GCL.

Datasets Variants r = 3 ft. r = 5 ft. r = 7 ft. θ = 10◦ θ = 20◦ θ = 30◦

I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Basketball-TIP
(In Feet)

w/ IMP 7.21 28.74 6.74 29.68 6.58 30.06 5.94 31.84 5.77 31.67 5.56 31.57
w/ PRE 29.15 7.78 29.10 7.78 29.07 6.48 30.61 6.83 30.98 5.46 32.35 4.76

wo/ CON 7.11 16.38 6.57 14.25 6.40 13.32 5.96 15.05 5.86 13.14 5.48 13.96
wo/ TD 7.25 7.70 6.70 7.30 6.37 6.26 5.98 6.61 5.69 5.10 5.51 4.52

Ours 7.03 7.50 6.41 6.80 6.24 5.93 5.86 6.29 5.56 4.74 5.39 4.28

r = 2 yd. r = 4 yd. r = 6 yd. θ = 2◦ θ = 6◦ θ = 8◦

I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Football-TIP
(In Yards)

w/ IMP 4.29 22.30 4.94 22.22 6.26 22.30 5.90 22.44 5.78 22.41 5.62 22.61
w/ PRE 21.67 4.61 21.83 4.82 21.69 5.21 21.27 7.81 20.67 7.41 20.25 7.27

wo/ CON 3.99 8.82 4.86 7.08 6.14 7.66 5.65 23.26 5.54 16.87 5.61 22.71
wo/ TD 4.43 4.71 4.78 4.87 6.17 4.97 5.64 7.90 5.46 6.15 5.82 5.87

Ours 3.95 4.50 4.68 4.42 5.19 4.66 5.54 7.58 5.37 5.88 5.42 5.71

Table 4. Ablation study of the temporal decay module and the connection between the imputation and prediction stream on Basketball-TIP
and Football-TIP.

Datasets ID GCL Easy Ordinary Hard
ST DL EC I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Vehicle-TIP
(In Pixel)

1 ✓ 83.56 90.20 73.21 81.66 92.05 92.74
2 ✓ 75.34 83.04 68.25 74.04 80.60 86.72
3 ✓ ✓ 73.56 80.04 66.98 69.34 79.22 86.83
4 ✓ ✓ 71.44 79.68 63.43 67.21 78.32 83.20
5 ✓ ✓ 69.32 75.34 60.16 66.79 76.51 81.40

Ours ✓ ✓ ✓ 65.48 72.44 58.36 62.03 74.28 78.12

Table 5. Component study of three GCLs in MS-GNN on Vehicle-
TIP. ST denotes the Static Topology GCL, DL represents the Dy-
namic Learnable GCL, and EC represents the Edge Conditioned
GCL.

Datasets Variants Easy Ordinary Hard
I-L2 P-L2 I-L2 P-L2 I-L2 P-L2

Vehicle-TIP
(In Pixel)

w/ IMP 70.32 217.08 67.36 179.62 76.45 197.68
w/ PRE 390.43 91.57 363.66 78.06 392.34 89.34

wo/ CON 68.23 113.46 64.86 84.65 77.40 101.74
wo/ TD 71.87 83.42 65.04 70.35 78.12 84.28

Ours 65.48 72.44 58.36 62.03 74.28 78.12

Table 6. Ablation study of the temporal decay module and the con-
nection between the imputation and prediction stream on Vehicle-
TIP.
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Figure 6. Visualizations of imputed results. The red star denotes the starting point, the blue line represents the visible observation, and the
green point represents the missing point.
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Figure 7. Visualizations of predicted results on Basketball-TIP
(θ = 30◦). The predicted results of ours are in the red line.

missing rate increases. This point is worth exploring to fur-
ther understand and explain the missing patterns under dif-
ferent situations.

2.4. Ablation Study

Tab. 3 and Tab. 4 show the complete results of all sce-
narios on Basketball-TIP and Football-TIP. It can be seen
from Tab. 3 that three GCLs all contribute to the final re-
sults, especially our designed Edge Conditioned GCL. This
validates that our proposed EC GCL is able to uncover the
spatial missing patterns and extract effective features for
better spatial feature representations. In Tab. 4, “wo/ TD”
means we remove the temporal decay module for compar-
ison, “w/ IMP” means we only make imputations, and “w/
PRE” means we only make predictions. We also cut off the
connection by introducing two different RNNs for imputa-
tion and prediction separately, which we refer to as “wo/
CON”. It can be seen that when we make imputation or pre-

diction separately, the performance drops compared with
our complete model. In addition, when comparing with
model “wo/ CON”, the performance of both imputation
and prediction drops, especially the prediction performance.
One possible reason is that, as the conditions of the predic-
tion task, the imputation information is relatively more im-
portant than the prediction information. When comparing
with model “wo/ TD”, it can be concluded that our designed
temporal decay module is effective to learn the temporal
missing patterns of incomplete observations.

Tab. 5 and Tab. 6 demonstrate the results on Vehicle-TIP.
Although the statistics of Vehicle-TIP are different from
those of sports datasets, our proposed method is still ef-
fective in all three different scenarios. Component study
and ablation study also verify the effectiveness of our de-
signed GCLs and TD module empirically. In addition, it
also proves that considering the imputation task and the pre-
diction task under a unified framework is a necessity for
better performance on both tasks.

2.5. Qualitative Results

We provide visualized examples of our method and some
baselines on Basketball-TIP (θ = 30◦) in Fig. 6 and Fig. 7.
It can be seen from Fig. 6 that our proposed method outper-
forms other baselines in imputation, some trajectory details
are circled to highlight. However, there are still some miss-
ing values not well imputed, especially when the missing
values are at the beginning of the trajectory. In Fig. 7, it is
obvious that our predicted results are much better than oth-
ers. Since our method handles the imputation and prediction
simultaneously, better imputation results can be beneficial
to future trajectory prediction.



Path-L (ft.) OOB (10−3) Step (ft.) Path-D(ft.)

GT 0.696 0 0.118 25.195
NAOMI [1] 2.118±0.020 2.137±0.085 0.624±0.038 68.900±5.144
INAM [2] 1.644 0.982 0.466 55.459

Ours 1.121±0.009 0.138±0.019 0.327±0.009 47.031±4.587

Table 7. Results using four additional metrics on Basketball-TIP
(r = 3 ft.). The closer to GT (ground truth), the better.

2.6. Results on Additional Metrics

In [1] and [2], the evaluation includes four additional
metrics: Path-L, OOB, Step, and Path-D. To be consistent,
we also assess our method on Basketball-TIP (r = 3 ft.)
and present the results in Tab. 7. As our datasets already ex-
clude out-of-bound samples, OOB’s ground truth is 0. Our
method achieves better performance on these metrics, and
we provide the standard deviation by inferring (sampling
from predicted distribution) 20 times for further analysis.
Note that the method NAOMI [1] may involve stochastic
dynamics, while the method INAM [2] employs the deter-
ministic loss (L2), resulting in a specific numerical result.

3. Limitations and Broader Impact
In our work, we point out a new direction in jointly learn-

ing trajectory imputation and prediction, we also curate and
benchmark three practical datasets for further research in
this domain. Naturally, due to our work being the pioneer
of this joint problem, there are still some limitations.

Limitations. Our GC-VRNN has a limitation in that
it is a single-modality method. A potential future direc-
tion of our work is to extend it to a multi-modality method,
which could enhance the accuracy and robustness. Another
limitation we have identified is that the imputation perfor-
mance decreases when there is a long and continuous in-
stance of missing data during the observed trajectory, par-
ticularly when it occurs at the beginning of the observation.
We believe that exploring better solutions to address these
situations would be a valuable direction for future research.

Broader Impact. The task of trajectory prediction
plays a crucial role in many applications, ranging from au-
tonomous driving to motion capture. We have demonstrated
that our proposed method of combining the tasks of trajec-
tory imputation and prediction mutually supports one an-
other, enabling better performance for both tasks. We be-
lieve that our work, as well as our datasets, can serve as a
useful baseline for follow-up works to explore this fertile
area of research.
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