Overcoming the Trade-Off Between Accuracy and Plausibility
in 3D Hand Shape Reconstruction
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In this supplementary material, we first illustrate more
details about MANO parameter estimation architectures in
Sec. 1. Then joint prediction from mesh is discussed, in-
cluding the use of a MANO linear regression matrix, a neu-
ral network, and VAE, in Sec. 2. Finally, more qualitative
results are shown in Sec. 3.

1. Estimating the MANQO Parameters

We design four types of architecture to estimate the
MANO parameters, which are used in previous works i.e.,
MANO CNN [1, 9] and MANO Fit [8]. Please see Ta-
ble 1 and Fig. 2 for more details. Furthermore, we de-
sign two baseline pipelines for our model, i.e., Ours(MANO
Fit Joint) and Ours(MANO Fit Mesh), which directly use
the non-parametric model joints or mesh to estimate the
MANO parameters. This is a critical and naive baseline
for our model. The difference between MANO Fit and
MANO CNN is that the MANO Fit pipeline uses the 3D es-
timated joints or vertices to regress the MANO parameters,
whereas MANO CNN directly uses image features. The ex-
perimental results offer some insights: 1) The MANO CNN
pipeline shows better results than the MANO Fit pipeline,
which is consistent with the conclusion of [9]. 2) There is
a slight difference between the MANO CNN joints pipeline
and the MANO CNN pipeline, which verifies the effective-
ness of 3D joint information in the MANO parameter es-
timation. 3) The MANO Fit Mesh results are better than
the MANO Fit Joint results. One reason is that mesh ver-
tices contain hand shape information, which is beneficial to
shape parameter estimation. 4) Our MANO Fit results are
better than those of the previous MANO CNN and MANO
Fit, which verifies the effectiveness of the non-parametric
model. 5) Our results are better than ours (MANO Fit),
which verifies that our twist-swing module is meaningful
and essential when combining the non-parametric model
and the MANO model. In other words, although combining
the non-parametric model and MANO model is intuitive, it
is still a challenging task. The results also show our contri-

bution to proposing an effective combined model.

MANO FreiHAND

Method MPJPE  MPVPE MPIPE  MPJPE
MANO CNN Joints [9] | 8.84 9.10 0.55 0.17
MANO CNN [9] 8.69 8.83 0.54 0.16
MANO Fit Joint [§] 9.95 10.08 0.60 0.19

MANO Fit Mesh [8] 8.81 8.95 0.53 0.16
Ours(MANO Fit joint) 8.76 8.71 0.54 0.16
Ours(MANO Fit Mesh) | 8.27 8.30 0.53 0.16
Ours 7.42 7.43 0.51 0.15

Table 1. Comparisons with the MANO parameter estimation
pipeline on the FreiHAND test set. Best scores are highlighted
in Bold.

2. Joint From Mesh

As mentioned in the main paper, there is a gap of around
2 mm when directly using the joint from mesh. To further
understand the joint from mesh approach, we design the two
baselines following previous work [5, 6] in Table 2. Here,
the baseline (w. J) means that we derive the joints from
the mesh using the MANO linear regress matrix, which is
a common strategy for non-parametric model-based meth-
ods [2, 3,5,7]. The other baseline (w. NN) is a model
that uses a neural network to regress the joints from hand
meshes. Experimental results show that our proposed VAE
pipeline is better than the above methods, especially when
directly using baselinel. This verifies the effectiveness of
our proposed VAE module. In addition, the results of base-
linel are better than baseline2, which shows that using the
MANO linear regress matrix is better than neural network
estimation. These results reveal that regressing the joints
from a hand mesh is challenging and that a predefined re-
gression matrix is more useful than direct neural network
fitting. In addition, we notice that even given the ground
truth mesh, there is a difference of about 2 mm between
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Figure 1. Overview of MANO parameter estimation pipelines.

baselinel and the joint ground truth — a gap ignored by pre-
vious works.

Dataset DexYCB GT DexYCB
Method MPIPE  MPVPE | MPIPE  MPJPE
Baselinel(w. [J) 224 0 9.05 9.32
Baseline2 (w. NN) | 234 0 922  9.62
Ours (VAE) 1.83 0 896 9.33

Table 2. Joint from mesh discussion on DexYCB test sets. Best
scores are highlighted in Bold.

3. More Qualitative Results

In addition to the results shown in the main paper’s ex-
perimental section, we provide more qualitative results for
our 3D hand reconstruction in Fig. 2, Fig. 3 and Fig. 4 of
this section. In those figures, we provide the multi-view and
key points results of the hand reconstruction (See Fig. 2).
We can see from the results that our key points and hand
meshes are well aligned with the hand joints and surface in
the images. The multi-view results indicate that our model
is capable of generating a proper estimation of the invisible
area with single-view RGB input. In addition, compared
with the state-of-the-art works, our hand meshes are well
aligned and plausible (See Fig. 3). These results verify the
effectiveness of our proposed integrated pipeline. Further-
more, the two-hand interaction and hand-object interaction
results show that interaction refinement improves the inter-
action quality (See Fig. 4 ), which verifies the effectiveness
of our proposed model in the interaction refinement task.
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a) Input  b) Key Points c¢) Projection d) Multi-view Results

Figure 2. More results from our pipeline. From left to right the columns correspond to RGB input (a), 2D key points results (b), projection
of the reconstructed mesh on the original image (c), and the multi-view visualization of reconstructed 3D meshes (d). Our pipeline yields
highly accurate and plausible 3D hand meshes.
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Figure 3. Hand shape reconstruction results. For each quartet, from left to right the columns correspond to RGB input, MANO-based
method: MANO CNN [9], non-parametric model-based method: GCN-vert [4] and our method in camera view.
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Figure 4. Interaction refinement results. For each triplet, the left to right columns correspond to input RGB images, and our meshes before
and after interaction refinement. Red boxes highlight the interaction refinement regions.



