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Abstract

Facial Expression Recognition (FER) is an important
task in computer vision and has wide applications in many
fields. In this paper, we introduce our approach to the fifth
Affective Behavior Analysis in-the-wild (ABAW) Competi-
tion which will be held in CVPR20223. For facial expres-
sion recognition task, there is an urgent need to solve the
problem that the limited size of FER datasets limits the gen-
eralization ability of expression recognition models, result-
ing in ineffective performance. To address this problem, we
propose a semi-supervised learning framework that utilizes
unlabeled face data to train expression recognition models
effectively. Our method uses a dynamic threshold module
(DTM) that can adaptively adjust the confidence threshold
to fully utilize the face recognition (FR) data to generate
pseudo-labels, thus improving the model’s ability to model
facial expressions. In the 5th ABAW Expression Classifi-
cation Challenge, our method achieves good results on the
Aff-Wild2 validation and test sets, demonstrating that large
scale unlabeled faces can indeed improve the performance
of face expression recognition.

1. Introduction

According to psychology Research [30] by scientist
A.Mehrabia, in human daily communication, the informa-
tion transmitted through language only accounts for 7%
of the total information, while the information transmitted
through facial expressions reaches 55% of the total informa-
tion. Therefore, it is significant to build a robust Facial Ex-
pression Recognition (FER) System. In recent years, many
FER methods [3, 25, 26, 29, 36, 40, 49, 54] achieved state-
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Figure 1. (a) The class distribution of FER datasets. (b) The num-
ber of samples of FER data and FR data.

of-the-art performance on several benchmark datasets (e.g.
RAF-DB [27], SFEW [47] and AffectNet [32]).

In order to address research questions that are of in-
terest to affective computing, machine learning and multi-
modal signal processing communities and encourage a fu-
sion of their disciplines. Kollias et al. [13–22, 48] organize
the competition on Affective Behavior Analysis in-the-wild
(ABAW). The 5th Workshop and Competition on Affec-
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tive Behavior Analysis in-the-wild (ABAW), will be held
in conjunction with the IEEE Computer Vision and Pattern
Recognition Conference (CVPR), 2023.

In traditional fully supervised face expression recogni-
tion methods [3, 4, 39, 46], the accuracy of model predic-
tions relies heavily on a large amount of high-quality la-
beled data. As shown in Figure 1 (a), existing FER training
datasets are biased towards some majority classes, which
leads to poor test accuracy for the minority classes. Some-
times the number of minority classes is less than 10% of the
number of minority classes. This seriously affects the over-
all performance of the model. As we all know, it is expen-
sive to obtain a large scale labeled FER data, which makes
it difficult to expand the FER training datasets. However,
as shown in 1 (b), the scale of Face Recognition (FR) data
is much larger than that of FER data. Thus, how to remove
the inconsistent data distribution between FR data and FER
data becomes an urgent problem of utilizing the (FR) data
to enhance Facial Expression Recognition models.

In this paper, we adopted a semi-supervised approach to
obtain pseudo-labels for unlabeled data, in order to obtain
sufficient training data to help the model to extract facial
expressions. At the same time, to alleviate the problem of
class-imbalanced dataset, we uniformly sampled the labeled
facial expression samples to correct the bias learned by the
model from the unlabeled data. We consider that a fixed
threshold cannot fully utilize the data and cannot adapt to
the class-imbalanced data. Moreover, considering that the
discriminative ability of the model can be significantly im-
proved with the increase of training steps, we designed a
dynamic threshold module (DTM) that can adjust the con-
fidence threshold with different classes and training steps to
fully utilize the data.

To sum up, our contributions can be summarized as:

• We propose a semi-supervised learning framework for
the task of facial expression recognition. It can apply
the unlabeled faces data to the task of facial expression
recognition through the use of pseudo labels, which
greatly alleviates the problem of small-scale facial ex-
pression datasets.

• We design a dynamic threshold module (DTM) for the
Semi-Supervised Learning method. It can dynamically
adjust the confidence threshold for different stages of
training and different expression categories, to fully
utilize the unlabeled faces to generate pseudo labels.

• In the 5th ABAW competition, our method achieves
great performance on official validation and test sets,
which proves the effectiveness of our approach.

2. Related Work

2.1. Facial Expression Recognition

The facial expression recognition task is a classic task in
the field of pattern recognition, and the approach [3, 4, 36,
40, 46, 54] of making full use of fully supervised data once
gained very great progress in the field of FER. In recent
years, attention has been focused on extending the dataset
to obtain larger scale datasets. To solve the label confusion
problem between different expression recognition datasets.
IPA2LT [50] is the first work to address the annotation in-
consistency in different facial expression datasets. They
proposed LTNet embedded with a scheme of discovering
the latent truth from multiple inconsistent labels and the in-
put images. Ada-CM [26] is the first solution to explore
the dynamic confidence margin in Semi-Supervised Deep
Facial Expression Recognition. They designed an adaptive
confidence margin to dynamically learn on all unlabeled
data for the model’s training and conducted a feature-level
contrastive objective to learn effective features by applying
the InfoNCE [41] loss. Face2Exp [49] proposed the Meta-
Face2Exp framework to extract de-biased knowledge from
auxiliary FR data through the meta optimization framework.
utilized unlabeled face data to enhance expression recogni-
tion through the meta optimization framework.

2.2. Learning with Unlabeled Data

An important direction for learning methods using unla-
beled data is semi-supervised learning. A popular class of
Semi-Supervised Learning methods is to generate an artifi-
cial label for an unlabeled image and train the model to pre-
dict that artificial label on the input of an unlabeled image
[24, 42]. Similarly, consistent regularization [2, 23, 34] uses
the predictive distribution of the model to obtain an artificial
label after randomly modifying the input or model function.
An artificial label is obtained using the predictive distribu-
tion of the model after randomly modifying the input or the
model function. Fixmatch [37] combines the advantages
of these two methods, which use weak data augmentation
and strong data augmentation of samples to achieve consis-
tent regularization and obtain pseudo-labeled data by sam-
ples with confidence levels greater than a threshold. But the
problem of this approach is that his modeling ability is lim-
ited in the early stage of model training because the thresh-
old value is fixed. To solve this problem, Flexmatch [51]
proposed Curriculum Pseudo Labeling (CPL), a curriculum
learning approach to leverage unlabeled data according to
the model’s learning status. It can flexibly adjust thresh-
olds for different classes at each time step to let pass in-
formative unlabeled data and their pseudo labels. In addi-
tion, Dash [43] performs selection by retaining only sam-
ples with losses less than a given threshold in each update
iteration, which is dynamically adjusted through iterations.
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Figure 2. Illustration of the framework. Our approach can be divided into two parts. (1) For the learning of labeled data, in which the
network can learn the balanced data distribution and use DTM to dynamically adjust the threshold. (2) For the learning of unlabeled data,
The network is optimized by learning the consistency of weakly-augmented (WA) images and strongly-augmented (SA) images.

2.3. Affective Behavior Analysis in-the-wild

Zhang et al. [53] utilized the multimodal information
from the images, audio and text and proposed a unified mul-
timodal framework to fully use the emotion information,
which achieved the best performance in ABAW3 compe-
tition. Jeong et al. [10] proposed a multi-head cross atten-
tion networks and pretrained on Glint360K [1] and some
private commercial datasets. Xue et al. [45] proposed the
Coarse-to-Fine Cascaded networks (CFC) to address the la-
bel ambiguity problem and used smooth predicting method
to post-process the extracted features. In the 5th ABAW
competition, perhaps inspired by [53], the high scoring
methods [28,52,55,57] all coincidentally used multi-modal
information fusion to improve their scores and achieve great
improvement. Our approach aims to leverage information
from visual modality and explore the enhancement of large-
scale unlabeled faces for FER task.

3. Method

In this section, we will describe our proposed approach
in detail. As shown in Figure 2, the labeled data samples
are weakly augmented and fed into the Network A to learn
the balanced expression features. The unlabeled samples

with confidence greater than threshold τ is used to generate
pseudo labels, which are fed into the network to learn more
facial expression features. The Dynamic Threshold Module
(DTM) is introduced to adjust the confidence threshold for
each class dynamically in each epoch.

3.1. Data Pre-process

Sampling. We sample the labeled FER data to ensure
that each class of expressions has the same number of sam-
ples to ensure class balance. In this way, the model learns
more class-balanced features that contribute to the de-bias
learning of FR data.

Augment. We conduct two kinds of data augment opera-
tions. For Weakly-Augment (WA), we mainly use horizon-
tal flip, color jitter, etc., while we choose RandAugment [5]
as Strongly-Augment (SA) operation. The unlabeled sam-
ples remain semantic consistency after these two data aug-
ment operations.

3.2. Semi-Supervised Training

For the labeled data (xl, yl), we sample them and then
apply weak data augmentation to obtain a probability distri-
bution pl predicted by neural network A:

Pl = NetworkA(WA(sampling(xl)); θA) (1)
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For unlabeled data xu, we first generate the weakly-
augmented samples xw

u and strongly-argumented samples
xs
u, then we utilize the network A to extract features and

probability distributions:

Pw
u = NetworkA(WA(xu); θA) (2)

P s
u = NetworkA(SA(xu); θA) (3)

Then we obtain the average probability distribution P̂u:

P̃u =
1

2
(Pw

u + P s
u) (4)

If argmax(P̃u) is greater than the confidence threshold τ ,
we get the pseudo label:

ŷu = argmax(P̃u) (5)

3.3. Dynamic Threshold Module

Fixed threshold limited the modeling ability in the early
stage. Inspired by [26], we introduce a Dynamic Threshold
Module (DTM) to adjust the threshold τ during different
training stages. To enhance the robustness of the model,
the network B is obtained from network A using the expo-
nential moving average (EMA) technique with a decay rate
of 0.999. We utilize the network B to extract features and
probability distributions of the labeled data ((xl, yl)):

P̌l = NetworkB(xl; θB) (6)

Then, we calculate the average confidence score of all cor-
rectly predicted samples in the labeled data for each class:

τc =
1

Nc

Nc∑
i=1

pci (7)

where Nc is the total number of correctly predicted sam-
ples of c-th class, pci is the predicted confidence score of the
correct class c for the i-th sample, and τc is the threshold of
cth class.

As the number of training epochs increases, the discrim-
inative ability of the model for the trained data significantly
increases. Therefore, we perform a weighted average on
the threshold to prevent the threshold from increasing too
quickly. Therefore, the final confidence threshold τ tc for
class i at each epoch is:

τ tc = µτ t−1
c + (1− µ)τc (8)

where µ is a hyper-parameter.

3.4. Loss Function

We employ the cross-entropy loss function as the objec-
tive function for training our model.

LCE = −
8∑

i=1

yi log(ŷi) (9)

where yi represents the label for the i-th class, and ŷi repre-
sents the predicted probability of the i-th class.

For the labeled data, the objective function can be ex-
pressed as:

Ll = CE(yl, Pl) (10)

For the unlabeled data, the objective function can be ex-
pressed as:

Lu = CE(ŷu, P̃u) (11)

The whole network minimizes the following loss func-
tion:

Ltotal = λ1Ll + λ2Lu (12)

λ1, λ2 are hyper-parameters to balance each term’s inten-
sity.

3.5. Post-Process

Since Aff-Wild2 [13–22, 48] dataset is derived from all
frames of the videos, and an expression takes some time to
be generated. So an obvious conclusion is that there will
not be a rapid change of expressions within a few adja-
cent frames. So we set a sliding window to post-process
the prediction results for the purpose of smoothing the pre-
diction labels. We first count the number of all predicted
labels within a window, and then consider the expression
label with the most occurrences as the expression recogni-
tion result for all images within this window. Finally, we
achieve the predicted expressions smoothing for the whole
dataset by means of a sliding window.

4. Experiment
In this section, we will provide a detailed description of

the used datasets, the experiment setup, and the experimen-
tal results.

4.1. Datasets

FER Datasets. The 5th Workshop and Competition on
Affective Behavior Analysis in-the-wild provides the Aff-
wild2 [13–22, 48] database as the official datasets. For
EXPR Classification Challenge, This database is audiovi-
sual (A/V) and in total consists of 548 videos of around
2.7M frames that are annotated in terms of the 6 basic ex-
pressions (i.e., anger, disgust, fear, happiness, sadness, sur-
prise), plus the neutral state, plus a category ’other’ that
denotes expressions/affective states other than the 6 ba-
sic ones. In addition, we used external facial expression
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Table 1. Ablation study results on the official validation set, the highest score is indicated in bold.

Method Aff-Wild2 AffectNet and ExpW MS1MV2 Post-Process Neutral Anger Disgust Fear Happiness Sadness Surprise Other F1 Score (%)

baseline ✓ - - - - - - - - 23.00
EfficientNet-B7 ✓ ✓ 60.99 15.42 6.25 6.02 40.18 43.21 21.01 45 30.88

SSL ✓ ✓ 59.63 31.90 21.85 12.29 48.79 41.50 29.28 52.88 37.27
SSL + DTM ✓ ✓ 56.59 34.89 28.64 9.99 49.99 44.62 31.95 52.82 38.69
SSL + DTM ✓ ✓ ✓ 60.81 39.82 30.76 11.69 50.26 42.20 34.37 52.90 40.35
SSL + DTM ✓ ✓ ✓ ✓ 61.58 52.24 43.97 15.86 46.15 48.95 36.27 54.42 44.93

Table 2. The average F1 scores (in %) of different teams on the
official Aff-wild2 validation set and test set. Our results are indi-
cated in bold. The last line represent our best results in the post
challenge evaluation phase.

Teams F1 on Validation Set F1 on Test Set

Netease Fuxi Virtual Human [52] 49.52 41.21
SituTech [28] 45.77 40.72
CtyunAI [57] 37.67 35.32

HFUT-MAC [55] 40.55 33.37
HSE-NN-SberAI [35] 43.3 32.92

AlphaAff [44] 37.57 32.18
USTC-IAT-United (Ours) 44.93 30.75

SSSIHL DMACS - 30.47
SCLAB CNU [33] 47.75 29.49

Wall Lab - 29.13
ACCC - 28.46
RT IAI - 28.34

DGU-IPL [11] 27.77 22.78
baseline [18] 23 20.50

USTC-IAT-United (Ours Best) 43.36 35.34

databases, such as AffectNet [32] and ExpW [56]. Affect-
Net contains about 1M facial images collected from the In-
ternet, it provides eleven emotion and non-emotion cate-
gorical labels (Neutral, Happiness, Sadness, Surprise, Fear,
Disgust, Anger, Contempt, None, Uncertain, No-Face) and
we only used the first 7 categories of images. The Expres-
sion in-the-Wild Database (ExpW) contains 91,793 faces
downloaded using Google image search. Each of the face
images was manually annotated as one of the seven basic
expression categories. In our paper, we obtain 8,000 la-
beled images for each category from the Aff-Wild2 dataset
through uniform sampling. Additionally, to increase the di-
versity of our data and improve the generalization of our
model, we randomly sample 8,000 images for each cate-
gory from the merged dataset of AffecNet and ExpW. For
the ”other” category, we use the images from the Aff-Wild2
dataset since there are no such images in the other two
datasets. Finally, we include the remaining images of these
datasets as the unlabeled samples.

FR Datasets. For Face Recognition Datasets, We use
MS1MV2 [9] as the unlabeled data. The MS1MV2 dataset
is a semi-automatic refined version of the MS-Celeb-1M
dataset [8] proposed by ArcFace [6], which includes 85k
ids and 5.8m images. The unlabeled data used in our exper-
iments consists of a subset of the InsightFace [7] MS1MV2
dataset, obtain by uniformly sampling 1/3 of its images.

This subset comprises a total of 1.94 million images.

4.2. Setup

All training face images are resized to 224×224 pixels,
our proposed method is implemented with the PyTorch tool-
box on eight NVIDIA Tesla V100 GPUs. By default, we use
Efficient-B7 [38] as the backbone. Adam optimizer [12] is
used with the fixed learning rate of 5 × 10−4. The batch
size of labeled and unlabeled data is 32 and we conduct
1000 steps for a epoch for training. The hyper-parameters
µ, λ1, λ2 are set as 0.9, 1 and 0.8, respectively. Exper-
iments are also verified using MindSpore. The code im-
plemented by MindSpore will be open sourced to Mind-
Face [31] (https://github.com/mindspore-lab/mindface).

4.3. Metrics

According to the requirements of the competition, the
evaluation metrics we use is the average F1 score, which is
not affected by the class frequency and is more suitable for
the imbalanced class distribution . It can be calculated as
fallows:

F c
1 =

2× Precision×Recall

Precision+Recall
(13)

F1 =
1

N

N∑
c=1

F c
1 (14)

where N represents the number of classes and c means c-th
class.

4.4. Results

Validation Set Results. The average F1 scores (in %) of
different teams on the official Aff-wild2 validation set are
shown in Table. 2. Our method achieves good performance
(44.93%) on the official validation set. In fact, this score is
also quite high among all the participating teams, indicat-
ing to some extent the good potential of our approach. In
addition, more discussion of the validation set results can
be found in Sec. 4.5.

Test Set Results. However, on the test set, the average
F1 score of our method falls very much (from 44.93% to
30.75%), while other methods drop less. We realize that our
training is overfitting. Therefore, we try to submit the pre-
diction results of the model training relatively early in the
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post challenge evaluation phase. Finally, we use the model
with less serious overfitting and obtain the best F1 score of
35.34% on the test set. This proves that our approach has
great potential and can even surpass some multi-modal ap-
proaches. It is worth mentioning that, our method achieves
good results with only static images and less than 10% of
the annotated data.

4.5. Ablation Study

To prove the effectiveness of the semi-supervised learn-
ing method and the dynamic threshold module, we conduct
ablation study by comparing the models trained without the
corresponding modules and datasets. We present the results
for expressioln recognition in Table. 1. Where the dataset
is used as shown in Sec. 4.1. As shown in the table, we
pretrain the EfficientNet-B7 on the balanced FER dataset
achieve the average F1 score of 30.88%. Than we use the
SSL method to finetune the backbone and improve the F1
score to 37.27%. By introducing the DTM, the average F1
score can be raised to 38.69%, which proves the effictive-
ness of the dynamic threshold module. When the MS1MV2
dataset is added as unlabeled data, the F1 score increased
to 40.35%. This suggests that unlabelled face data can in-
deed improve the performance of face expression recogni-
tion tasks. By using a sliding window with a window size
of 350, our post-processing method ended up with a score
of 44.93%.

5. Conclusion

In this paper, we propose a semi-supervised learning
approach to improve the performance of face expression
recognition task using unlabeled face data. To take full ad-
vantage of unlabeled data, we design a dynamic threshold
module to leverage confidence thresholds for different train-
ing stages and different expression categories to generate
more accurate pseudo-labels and alleviate the dataset im-
balance problem. Our method achieves good results on the
Aff-Wild2 validation and test sets, demonstrating that large
scale unlabeled faces can indeed improve the performance
of face expression recognition.
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