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Abstract

In this paper, we present our approach to tackling the
5th Workshop and Competition on Affective Behavior Anal-
ysis in-the-wild (ABAW). The competition comprises four
sub-challenges, namely Valence-Arousal (VA) Estimation,
Expression (Expr) Classification, Action Unit (AU) Detec-
tion, and Emotional Reaction Intensity (ERI) Estimation.
To address theµse challenges, we leverage state-of-the-art
(sota) models to extract robust audio and visual features.
Subsequently, these features are fused using a Transformer
Encoder for the VA, Expr, and AU sub-challenges, and
TEMMA for the ERI sub-challenge. To mitigate the effect of
disparate feature dimensions, we introduce an Affine Mod-
ule to align the features to the same dimension. Overall,
our results outperform the baseline by a substantial mar-
gin across all four sub-challenges. Specifically, for the VA
Estimation sub-challenge, our method attains a mean Con-
cordance Correlation Coefficient (CCC) of 0.5342, rank-
ing fifth overall. For the Expression Classification sub-
challenge, our approach achieves an average F1 Score
of 0.3337, placing fourth overall. For the AU Detection
sub-challenge, our method obtains an average F1 Score
of 0.4752. Lastly, for the Emotional Reaction Intensity
Estimation sub-challenge, our approach yields an average
Pearson’s correlation coefficient of 0.3968.

1. Introduction

Sentiment analysis is a crucial research area in pattern
recognition that seeks to incorporate affective dimensions
into human-computer interaction. Its diverse applications
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span various domains, such as mental health treatment, fa-
tigue driving detection, and consumer attitude analysis, etc
[11, 17, 45].

Among the various emotional factors that influence sen-
timent analysis, facial information is among the most com-
pelling and realistic. In this paper, we concentrate on
facial affect recognition and extensively outline our ap-
proach to addressing the four sub-challenges of the 5th
Workshop and Competition on Affective Behavior Analy-
sis in-the-wild (ABAW). These sub-challenges include the
Valence-Arousal (VA) Estimation Challenge, Expression
(Expr) Classification Challenge, Action Unit (AU) Detec-
tion Challenge, and Emotional Reaction Intensity (ERI) Es-
timation Challenge.

The Valence-Arousal (VA) Estimation Challenge in-
volves predicting the level of valence and arousal in a time-
continuous manner from audio-visual recordings. The chal-
lenge requires predicting the values of valence and arousal
continuously using a database containing approximately 3
million frames annotated in terms of valence and arousal.

The Expression (Expr) Classification Challenge necessi-
tates training a model to predict six basic expressions, the
neutral state, and a category labeled ’other.’ The database
used for this challenge includes approximately 2.7 mil-
lion frames annotated in terms of the six basic expressions
(anger, disgust, fear, happiness, sadness, surprise), the neu-
tral state, and a category labeled ’other’ that denotes expres-
sions/affective states other than the six basic ones.

In the Action Unit (AU) Detection Challenge, the facial
action coding system (FACS) [6] defines a group of action
units (AU) based on facial anatomy to accurately describe
facial expression changes. Each facial action unit describes
the apparent changes caused by a group of facial muscle
movements that can express any facial expression. This
challenge requires predicting whether AUs are active, and is
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a multi-label classification problem. Challenges in AU de-
tection include insufficient labeling data, head posture inter-
ference, individual differences, and an imbalance of differ-
ent AU categories. The database used for this challenge in-
cludes approximately 2.7 million frames annotated in terms
of 12 action units.

The Emotional Reaction Intensity (ERI) Estimation
Challenge is more challenging than facial expression clas-
sification, as emotional experience can differ significantly
across individuals of different ages, genders, and cultural
backgrounds. This makes ERI estimation more complex
and necessitates the use of multimodal information for com-
prehensive emotional recognition. The challenge requires
training a multimodal model to predict seven emotional
experiences using the Hume-Reaction dataset, which con-
tains subjects reacting to a wide range of various emo-
tional video-based stimuli, including Adoration, Amuse-
ment, Anxiety, Disgust, Empathic Pain, Fear, and Surprise.

The main contribution of the proposed method can be
summarized as:

1. In this paper, we aim to extract informative features
from audio and visual modalities, to improve perfor-
mance in affective behavior analysis. We employ the
correlation toolkit to extract audio features, and use a
variety of state-of-the-art models to extract facial or
emotional features for the visual modality.

2. To address the issue of large dimensional differences
between features, we introduce an Affine Module that
aligns the features to the same dimension. Moreover,
we incorporate positional encoding to capture the con-
textual relationship of the sequence in our model.

3. We explored all four challenges of ABAW5, and
achieve excellent performance with simple models and
powerful features, which outperform all the baselines
with a large margin.

2. Related Work
2.1. Multimodal Features

The utilization of multimodal features, including visual,
audio, and text features, has been extensively employed
in previous ABAW competitions [18, 19, 21–27, 55]. We
can improve the performance in affective behavior analy-
sis tasks by extracting and analyzing these multimodal fea-
tures.

In the visual modality, the facial expression is an impor-
tant aspect to understand and analyze emotions. In the Fa-
cial Action Coding System (FACS) [5] proposed by Friesen
and Ekman in 1978, the human face is represented by a set
of specific facial muscle movements known as Action Units
(AUs) and it has been widely applied in studies of facial

expressions [34]. With the development of deep learning,
it has been found that visual features based on convolu-
tional [41] and transformer [10, 50] networks can achieve
better results.

In the context of affective computing, audio features,
which typically include energy features, time-domain fea-
tures, frequency-domain features, psychoacoustic features,
and perceptual features, have been extensively utilized and
shown to achieve promising performance in tasks such as
expression classification and VA estimation [31, 46, 59].
These features can be extracted through pyAudioAnalysis
[8], which is a Python library covering a wide range of au-
dio analysis tasks. Similar to visual features, deep learning
has also been widely used in acoustic feature extraction.

The text modality has been increasingly explored to ad-
dress emotion recognition tasks. To enhance the effective-
ness of text modality, Word2Vec [36] and GloVe [39] have
been proposed and demonstrated to achieve superior perfor-
mance.In ABAW3 competition, Zhang et al. [58] utilized a
word embedding extractor to extract text features, achieving
promising results.

In the previous editions of the ABAW competition, many
teams utilized multimodal features [14, 15, 18, 35, 57, 58].
The model proposed by Meng et al. [35] leverages both au-
dio and visual features, ultimately achieving first place in
the VA track. To fully exploit the in-the-wild emotion in-
formation, Zhang et al. [58] utilizes the multimodal infor-
mation from the images, audio and text and propose a uni-
fied multimodal framework for AU detection and expres-
sion recognition. The proposed framework achieved the
highest scores on both tasks. These approaches convinc-
ingly demonstrate the effectiveness of multimodal features
in affective behavior analysis tasks.

2.2. Multimodal Structure

In early studies, Zadeh et al. [54] and Pérez-Rosa et
al. [40] employed concatenated multimodal features to train
Support Vector Machine (SVM) models, which were inad-
equate in effectively modeling the multimodal information.
Recent research on multimodal emotion analysis has mainly
used deep learning models to model both intra-modal and
inter-modal information interactions. Truong et al. [48] de-
velops a neural network model called Visual Aspect At-
tention Network (VistaNet), which takes visual information
as the alignment source at the sentence level. This mul-
timodal structure enables the model to pay more attention
to these sentences when classifying emotions. Currently,
the use of Transformer for multimodal learning has be-
come mainstream in multimodal algorithms. In the field
of image-text matching, ALBEF [28] is to some extent in-
spired by the CLIP [42] model, introducing the idea of
multimodal contrastive learning into multimodal models,
achieving the unity of multimodal contrastive learning and
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multimodal fusion learning. In the previous ABAW com-
petition, [16, 47, 53, 58] utilizes transformer structures and
achieves outstanding performance.

2.3. Multimodal Fusion

Multimodal research places great importance on fusion,
the process of combining information extracted from multi-
ple unimodal data sources into a unified and compact multi-
modal representation. Fusion methods are typically catego-
rized according to the different stages in which fusion oc-
curs, including early fusion, late fusion, hybrid fusion and
so on [56].

During early fusion, the features are directly combined
into general feature vectors for analysis by the model. Na-
grani et al. [38] directly inputs a sequence of visual and au-
ditory patches into the transformer. This early fusion model
allows attention to flow freely between different spatial and
temporal regions of the image, as well as across frequency
and time in the audio spectrogram.

In the late fusion , each modality’s features are indepen-
dently analyzed, and their final outputs are then fused to ac-
quire a better prediction. Zhang et al. [58] propose a unified
late fusion framework for both Action Unit (AU) detection
and expression recognition, leveraging multimodal infor-
mation from images, audio, and text. The late fusion frame-
work effectively incorporates prior multimodal knowledge,
enabling effective emotion analysis from different perspec-
tives and leading to the championship in both the AU and
Expression tracks of ABAW3 competition.

As a fusion of both, Hybrid fusion combines the advan-
tages of both early fusion and late fusion. Li et al. [29]
proposes a hybrid fusion method which leads them to the
winner of MuSe-Reaction competition. In [29], audio fea-
tures, facial expression features and paragraph-level text
embeddings are fused at the feature level and then fed into
the MMA module to extract complementary information
from different modalities and calculate interactions between
modalities.

3. Feature Extraction

3.1. Audio Features

IS09 The INTERSPEECH 2009(IS09) feature set was
introduced at the INTERSPEECH 2009 Emotion Challenge
[43], and it consists of 384 features that are derived from
statistical functions applied to low-level descriptor con-
tours. To extract these features, we utilized the openSMILE
toolkit [44].

VGGish VGGish [13] is a pre-trained neural network
by Google for extracting speech-related features from audio
signals. Its output is a 128-dimensional feature vector that
can be used for speech-related tasks.

eGeMAPS The extended Geneva Minimalistic Acous-
tic Parameter Set (eGeMAPS) [61] is an extension of
GeMAPS. The audio feature set in eGeMAPS is de-
signed based on expert knowledge. eGeMAPS has only
88-dimensional features compared to traditional high-
dimensional feature sets, but it shows higher robustness to
speech emotion modeling problems.

DeepSpectrum DeepSpectrum [1] is a method of ex-
tracting deep spectrum features from audio file spectro-
grams using pre-trained convolutional neural networks
(CNNs). These features are obtained by forwarding spec-
trograms through very deep task-independent pre-trained
CNNs, and extracting the activations of fully connected lay-
ers as feature vectors. The dimension of the audio feature
vectors is 1024.

CNN14 To obtain the high-level deep acoustic represen-
tations, a supervised model called PANNs [7] is utilized,
which has been pre-trained on the AudioSet dataset [7].
PANNs comprises of multiple systems, and for this pur-
pose, the CNN14 system that was trained using 16 kHz
audio recordings is employed to generate a feature vector
consisting of 2048 dimensions.

3.2. Visual Features

EAC Erasing Attention Consistency (EAC) [60] is a
novel approach for addressing noisy samples during model
training. The method leverages the flip semantic consis-
tency of facial images to create an imbalanced framework,
and randomly erases input images to prevent the model
from overemphasizing specific features. The EAC method,
based on the ResNet50, achieves a high accuracy rate of
90.35% on the RAF-DB [30] dataset, and the dimension of
the resulting visual feature vector is 2048.

ResNet18 ResNet [12] is a deep learning architecture
that addresses the vanishing gradient problem in deep neu-
ral networks by introducing residual connections. These
connections create shortcuts across the network, allowing
the input signal to bypass multiple layers and directly prop-
agate to the deeper layers. This helps the network learn
much deeper representations. In this study, we finetune the
ResNet18 on AffectNet [37], which first pretained on the
MS-Celeb-1M [9], and finally obtain a 512-dimensional vi-
sual feature vector.

POSTER The two-stream Pyramid crOss-fuSion Trans-
formER network (POSTER) [62] is proposed to address the
challenges of facial expression recognition. It effectively
integrates facial landmark and direct image features using
a transformer-based cross-fusion paradigm and employs a
pyramid structure to ensure scale invariance. Extensive ex-
perimental results demonstrate that POSTER outperforms
SOTA methods on RAF-DB with 92.05%, AffectNet (7 cls)
with 67.31%, and AffectNet (8 cls) with 63.34%, respec-
tively . The dimension of the visual feature vectors is 768.
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POSTER2 The proposed POSTER2 [33] aims to im-
prove upon the complex architecture of POSTER, which
achieves state-of-the-art performance in facial expression
recognition (FER) by combining facial landmark and image
features through a two-stream pyramid cross-fusion design.
POSTER2 reduces computational cost by using a window-
based cross-attention mechanism, removing the image-to-
landmark branch in the two-stream design, and combin-
ing images with landmark’s multi-scale features. Experi-
mental results show that POSTER2 achieves state-of-the-
art FER performance with minimum computational cost on
several standard datasets. For example, POSTER2 achieves
92.21% on RAF-DB, 67.49% on AffectNet (7 cls), and
63.77% on AffectNet (8 cls) using only 8.4G FLOPs and
43.7M Params. The same visual feature dimension as
POSTER is 768.

FAU Facial Action Units (FAU), originally introduced
by Ekman and Friesen [5], are strongly associated with the
expression of emotions. Therefore, the detection of FAU
has become a popular and promising method for predict-
ing affect-related targets. We use the OpenFace [2] open
source framework to extract FAU features and get a 17-
dimensional feature vector.

4. Method
The 5th Competition on ABAW included a total of 4

challenges and we participated in all of them. Although the
tasks for each challenge were not the same, our model for
each challenge followed a basic framework. In detail, for
the former three challenges, we refer to the design of the
classical Transformer model [51], and for the fourth chal-
lenge, we adopt the Transformer Encoder with Multimodal
Multi-Head Attention (TEMMA) [3] model.

The overall pipeline consists of four stages. Firstly, we
use existing pre-trained models or toolkits to extract the vi-
sual and audio features corresponding to each frame in the
videos. Secondly, each visual or audio feature sequence is
input to the Affine Module to get features with the same di-
mension. Thirdly, these features are concat and then input
to the Transformer Encoder to model the temporal relation-
ships. Finally, the output of the encoder is input to the Out-
put Layer to get the corresponding output. Figure 1 shows
the overall framework of our proposed method.

The main notations used in this paper are listed as fol-
lows. Given a video, we can extract the visual features or
audio features corresponding to all its video frames sepa-
rately. We denote all the features by f1, f2, ..., fn, where n
is the number of features.

4.1. Affine Module

In our experiments, the inputs are one or several visual
features or audio features, yet their dimensions are often
different, even by a large margin. The dimensions of the

Feature Modality Dimension
IS09 A 384
CNN14 A 2048
VGGish A 128
eGeMAPS A 88
DeepSpectrum A 1024
EAC V 2048
FAU V 17
ResNet18 V 512
POSTER V 768
POSTER2 V 768

Table 1. The dimensions of features.

features are shown in Table 1. We can see that the EAC
feature have 2048 dimensions while FAU has only 17 di-
mensions. We think that too large a dimensional difference
could diminish the effect of useful features. For this pur-
pose, we design the Affine Module. For the former three
challenges, we use Linear layers to affine the features of dif-
ferent dimension to the same dimension. Besides, following
the setup of the classical Transformer [51], we add Position
Encoding(PE) to each feature sequence for conveying its
contextual temporal information. It can be formulated as
follows:

f̂i = (WAfi + bA) + PE (1)

where WA and bA are learnable parameters.
For the fourth challenge, we use one-dimensional tem-

poral convolution network to capture temporal information
for each features. For the outputs, we also add the positional
encoding.

4.2. Transformer Encoder

We model the temporal feature using the classical Trans-
former Encoder [51]. As shown in Equation 2 and Equa-
tion 3, we first concat the outputs of the affine module and
next input them to the Transformer Encoder for former three
challenge. As shown in Equation 4, we use TEMMA model
to obtain the temporal feature for the fourth challenge. It
can be formulated as follows:

f̂ = concat(f̂1, f̂2, ..., f̂n) (2)

t = TransformerEncoder(f̂) (3)

t = TEMMA(f̂) (4)

where t is the temporal feature.
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Figure 1. The overall framework of our proposed method. Visual Extractors contain EAC, ResNet18, POSTER, etc. Audio Extractors
contain IS09, VGGish, eGeMAPS, etc. The design of the transformer encoder is consistent with [51].

4.3. Output Layer

After getting the temporal feature by Transformer En-
coder, we input the feature t to the Output Layer. The Out-
put Layer consists of fully-connected layer, which can be
formulated as follows:

ŷ = Wt+ b (5)

which W and b are learnabel parameters. ŷ is the predicton.

4.4. Loss Function

Since each task is different, we apply different loss func-
tion. Next, we introduce them separately.

4.4.1 Valence-Arousal(VA) Estimation Challenge

We utilize the Mean Squared Error (MSE) as the loss func-
tion for the VA challenge, which can be formulated as:

L(y, ŷ) =
1

N

N∑
i=1

(yi − ŷi)
2 (6)

which yi and ŷi is the label and prediction of valence or
arousal, N is the number of frames in a batch.

4.4.2 Expression (Expr) Classification Challenge

We utilize the Cross Entropy (CE) as the loss function for
the Expr challenge, which can be formulated as:

L(y, ŷ) = −
N∑
i=1

C∑
j=1

yij log ŷij (7)

which yij and ŷij is the label and prediction of expression,
N is the number of frames in a batch and C = 8 which
denotes the number of expressions.

4.4.3 Action Unit (AU) Detection Challenge

We utilize the weighted asymmetric loss [32] as the loss
function for the AU challenge, which can be formulated as:

L(y, ŷ) = − 1

N

N∑
i=1

wi[yi log ŷi + (1− yi)ŷi log (1− ŷi)]

(8)
which ŷi, yi and wi are the prediction (occurrence probabil-
ity), ground truth and weight of the ith AU. By the way, wi

is defined by the occurrence rate of the ith AU in the whole
training set.

4.4.4 Emotional Reaction Intensity (ERI) Estimation
Challenge

We also utilize the Mean Squared Error (MSE) as the loss
function for the ERI challenge, which can be formulated as:

L(y, ŷ) =
1

NC

N∑
i=1

C∑
j=1

(yij − ŷij)
2 (9)

which yij and ŷij is the label and prediction of expression,
N is the number of frames in a batch and C = 7 which
denotes the number of emotional reactions.
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5. Experiments

5.1. Dataset

The 5th ABAW competition includes four challenges:
1) Valence-Arousal (VA) Estimation , 2) Expression (Expr)
Classification, 3) Action Unit (AU) Detection, and 4) Emo-
tional Reaction Intensity (ERI) Estimation. All challenges
will accept only uni-task solutions. For the first challenge
an augmented version of the Aff-Wild2 database is used.
This database consists of 594 videos of around 3M frames
of 584 subjects annotated in terms of valence and arousal.
The second challenge involves 548 videos, while the third
challenge involves 547 videos. Both challenges are based
on Aff-Wild2, which is an audiovisual dataset containing
approximately 2.7 million frames in total.

As for the fourth challenge, the Hume-Reaction dataset
is used. The dataset is a multimodal collection of approx-
imately 75 hours of video recordings capturing 2222 sub-
jects from South Africa and the United States reacting to a
variety of emotional video stimuli in their homes via web-
cam.

We use the RAF-DB and AffectNet datasets for pre-
training visual feature extractors. The RAF-DB is a large-
scale database which consists of approximately 30,000 fa-
cial images from thousands of individuals. Each image has
been annotated independently about 40 times and then fil-
tered using the EM algorithm to remove unreliable annota-
tions. AffectNet dataset is a large facial expression recogni-
tion dataset containing over one million facial images col-
lected from the internet. About half of the images have
been manually annotated for seven discrete facial expres-
sions (neutral, happy, sad, angry, fearful, surprised, and dis-
gusted) and the intensity of valence and arousal present in
the facial expression.

5.2. Experiment Setup

For the former three challenge, due to the limitation of
GPU memory, we segment each video with segment length
set to 256. The batch size is 128, the output dimension of
the affine module is 512 or 256, the number of encoder lay-
ers is 4, and the number of attention headers is 4. The feed-
forward and hidden layer dimensions are determined by the
input dimension.

For the forth challenge, the number of convolutional lay-
ers is 5 and the kernel size is 3 in the input process block.
The encoder blocks in the Multimodal encoder module is 4
and the number of heads in the multi-head attention layer is
4. For the inference module, the number of nodes in the last
fully connected layer is 256 and the dropout is 0.2.

All the experiments are implemented with Pytorch. We
adopt the Adam optimizer with the initial learning rate of
0.0001.

Features Valence Arousal Mean
Baseline 0.24 0.20 0.22
EAC 0.4479 0.5878 0.5179
POSTER 0.3920 0.6317 0.5119
ResNet18 0.4762 0.5671 0.5217
POSTER2 0.5374 0.6297 0.5836
ResNet18+VGGish 0.4742 0.6220 0.5481
ResNet18+POSTER2 0.5515 0.6429 0.5972
ResNet18+POSTER2+FAU 0.4868 0.6301 0.5585
POSTER2+POSTER+VGGish 0.5003 0.6946 0.5975
EAC+ResNet18+POSTER2+VGGish 0.5542 0.6590 0.6066

Table 2. The results on the validation set of Valence-Arousal Esti-
mation Challenge. Evaluation metric is Concordance Correlation
Coefficient (CCC).

5.3. Experimental Results

5.3.1 Valence-Arousal(VA) Estimation Challenge

For the Valence-Arousal Estimation Challenge, Table 2
shows the results of using single feature or using multiple
features at the same time on the validation set.

As can be seen in Table 2, for single features, POSTER2
performs best, and it has the best results in Valence, Arousal
and Mean. It is obvious that for multiple features, the best
combination of each value contains the feature POSTER2,
which is a good indication of the effectiveness of the fea-
ture. In addition to this, we also find that the audio feature
VGGish is useful for performance improvement.

5.3.2 Expression (Expr) Classification Challenge

For the Expression Classification Challenge, Table 3 shows
the results of using single feature or using multiple features
at the same time on the validation set.

For the Expression Classification Challenge, we can see
that most of the features perform somewhat poorly in the
classification task, both single and multiple features. The
exception is the feature POSTER2, which extracts the ex-
pression information in the video quite well and achieves
the best results with the F1 Score metric.

5.3.3 Action Unit (AU) Detection Challenge

For the Action Unit Detection Challenge, Table 4 shows the
results of using single feature or using multiple features at
the same time on the validation set.

For the Action Unit Detection Challenge, we can see that
the performance of all features in the detection task is rela-
tively close for both single and multi-features. It is obvious
that FAU features can have some effect, while audio fea-
tures are not effective. Our best result come from POSTER2
and FAU.
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Features F1
Baseline 0.23
EAC 0.3188
POSTER 0.3215
ResNet18 0.3176
POSTER2 0.4055
ResNet18+FAU 0.3287
POSTER2+POSTER 0.3630
ResNet18+POSTER2 0.3957
ResNet18+POSTER2+VGGish 0.3580
EAC+ResNet18+POSTER2+VGGish 0.3306

Table 3. The results on the validation set of Expression Classifica-
tion Challenge.

Features F1
Baseline 0.39
EAC 0.4881
POSTER 0.5046
ResNet18 0.5114
POSTER2 0.5181
ResNet18+FAU 0.5079
POSTER2+FAU 0.5296
POSTER2+POSTER 0.5112
ResNet18+POSTER2 0.5247
ResNet18+POSTER2+VGGish 0.5014
EAC+ResNet18+POSTER2+VGGish 0.4949

Table 4. The results on the validation set of Action Unit Detection
Challenge.

5.3.4 Emotional Reaction Intensity (ERI) Estimation
Challenge

For the Emotional Reaction Intensity Estimation Challenge,
Table 5 shows the results of using single feature or using
multiple features at the same time on the validation set.

The combination of ResNet18 features with low-level
audio features such as eGeMAPS and CNN14 gives poorer
results than the performance of ResNet18 features, sug-
gesting that they are not effective. The combination of
ResNet18 and DeepSpectrum yields better results. This
shows that these two features can complement each other
to provide more comprehensive expression information.

5.4. Test Set Performance

We use the combination of features that performed best
on the validation set for each sub-challenge to test on the
test set. As shown in Table 6, our methods also performs
well on the test set. In total, we win 5th place in the VA sub-
challenge, 4th place in the Expr sub-challenge, 9th place
in the AU sub-challenge, and 5th place in the ERI sub-
challenge.

Features PCC
Baseline [4] 0.2382
ViPER [49] 0.3025
FaceRNET [20] 0.3590
Former-DFER+MLGCN [52] 0.3454
CNN14 0.1582
ResNet18 0.3893
eGeMAPS 0.0733
DeepSpectrum 0.1835
ResNet18+CNN14 0.3839
ResNet18+eGeMAPS 0.3809
ResNet18+DeepSpectrum 0.3968

Table 5. The results on the validation set of Emotional Reaction In-
tensity Estimation Challenge. Evaluation metric is Earson’s Cor-
relations Coefficient (PCC).

Challenges Result Evaluation metrics
VA 0.5342 CCC

Expr 0.3337 F1
AU 0.4752 F1
ERI 0.3879 PCC

Table 6. The results on the test set of the four sub-challenges.

6. Conclusion

In this paper, we present our solutions for the 5th Work-
shop and Competition on Affective Behavior Analysis in-
the-wild (ABAW), which includes four sub-challenges of
Valence-Arousal (VA) Estimation Challenge, Expression
(Expr) Classification Challenge, Action Unit (AU) Detec-
tion Challenge and Emotional Reaction Intensity (ERI) Es-
timation Challenge. Our approach leverages powerful au-
dio and visual features, and employs an Affine Module to
address potential issues resulting from differences in fea-
ture dimensions. We also integrate a Transformer encoder
and TEMMA model to capture the semantic relationships
between different features. Extensive experiments demon-
strate that our method significantly outperforms the baseline
and achieves excellent results in the four sub-challenges.
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