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Abstract
Recently, the need for advanced anti-UAV techniques is

increasing due to the rising threat of unauthorized drone
intrusion. Object tracking, specifically in thermal infrared
(TIR) videos, offers a potential solution to this issue. How-
ever, the tracked target often suffers dramatic scale varia-
tion, frequent target disappearance, and camera movement
which severely influence tracking performance. Therefore,
we propose a Unified Transformer-based Tracker, dubbed
UTTracker, which contains the following four modules.
Firstly, a multi-region local tracking module is designed
with temporal cues for tackling target appearance variation
and multi-region search for tracking targets in multi pro-
posals. Complementarily, a global detection module is in-
troduced to meet the challenge of target frequent disappear-
ance. Meanwhile, a background correction module is incor-
porated to align the backgrounds between adjacent frames
for alleviating camera movement. Particularly, a dynamic
small object detection module for tracking the small target
that lacks appearance information. Thanks to the designed
modules, our UTTracker can achieve robust UAV tracking
in TIR scenarios. Numerous experiments on the 1st and 2nd
anti-UAV benchmarks demonstrate the effectiveness of UT-
Tracker. Notably, UTTracker is the foundation of the 2nd-
place winning entry in the 3rd Anti-UAV Challenge.

1. Introduction
Unmanned aerial vehicles (UAVs) have become increas-

ingly popular for a variety of real-world applications, such
as visual surveillance, biological monitoring, and delivery
services [11, 43, 62]. However, there is also a risk of
UAV abuse, which could harm society. Therefore, anti-
UAV technology has very important practical meanings and
urgent research needs. Vision-based approaches are more
commonly adopted in anti-UAV tasks compared to other ap-
proaches because they offer greater flexibility, better accu-
racy, and higher efficiency. In addition, the tracking tech-
nique in thermal infrared (TIR) mode is a key step for anti-
UAV tasks, which is well-suited for all weather conditions
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Figure 1. Qualitative comparisons of UTTracker with OStrack
baseline on four challenging sequences, with target appearance
variation, target out-of-view, camera movement and dynamic
small target, respectively. OStrack tends to drift from the target
in these scenarios. In contrast, our UTTracker can achieve more
robust tracking, owing to the design of MRLT module, GD mod-
ule, BC module and DSOD module, and thus demonstrates strong
robustness in various challenging tracking scenarios.

and low-light scenarios. In contrast with universal visual
tracking, there are some deeper challenges in anti-UAV
tasks, including target appearance variation, frequent tar-
get disappearance, camera movement, and small-scale tar-
get tracking [8, 26, 33, 58].

Over the past few years, object tracking has achieved
remarkable progress based on convolutional neural net-
works [3, 21, 30, 31, 51, 57]. Among them, some works [20,
24,34,37,60] focus on tracking targets in TIR mode to adapt
to complex lighting scenarios, providing effective solutions
to resolve defects of RGB tracking. However, these CNN-
based trackers are difficult to maintain the long-range tar-
get relationship between the template and the search region
in spatial domains. Recently, thanks to its efficiency and
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ability of global modeling, Transformer has been success-
fully applied to visual tracking [9, 12, 19, 39, 59]. Typically,
MixFormer [12], OSTrack [59], and SimTrack [19] pro-
pose plain one-stream tracking frameworks based on Vision
Transformers [17, 55] and achieve promising performance.
However, these trackers locate the target in a local search
region by feature matching, which is difficult to deal with
the challenges in the anti-UAV task, as shown in Figure 1.

By studying previous visual tracking methods, We dis-
cover the potential of tracking frameworks based on Vision
Transformers. To design a special tracker for robust anti-
UAV tracking, the following four challenges need to be con-
sidered. 1) Target Appearance Variation. It is difficult for
the existing local trackers to adapt to the variation of target
appearance in long-term tracking. Moreover, they are not
capable of determining whether the target exists. Thus, we
need to improve the local tracker to fit target deformation
and improve its ability for target discrimination. 2) Fre-
quent Target Disappearance. The common local search
strategy is frail to deal with target disappearance and reap-
pearance, because the reappeared target may be beyond the
search range. Thus, it is necessary to design a global de-
tection module to locate the target after it disappears. 3)
Camera Movement. In the anti-UAV task, the camera of-
ten moves, which may cause the target to be out of search
range. To avoid local tracking loss caused by camera move-
ment, we need to design an effective strategy to align the
scenario between adjacent frames. 4) Small Target Track-
ing. Because a small target has little appearance informa-
tion, tracking methods based on feature matching may be
out of work. Therefore, we need to consider small target
detection methods that are not based on appearance.

Based on the above discussions, we design a unified
transformer-based tracker, termed UTTracker, to track
UAVs in TIR mode effectively. The UTTracker is com-
posed of four modules, including multi-region local track-
ing (MRLT), global detection (GD), background correc-
tion (BC), and dynamic small object detection (DSOD).
In the Multi-Region Local Tracking module, we select
OSTrack [59] as our Local Tracker (defined as Baseline).
Moreover, we introduce a score prediction module (SPM)
to determine whether the target exists and design a template
update mechanism to adapt to UAV appearance variation.
For training a more discriminative SPM, we automatically
acquire hard negative samples by tracker instead of random
sampling. Further, a multi-region search strategy is inte-
grated into the MRLT module which can detect the target in
multiple potential target-existing search regions for robust
tracking. In the Global Detection module, we contains a
global detector to redetect the target after it disappears. If
the global detector outputs multi proposals, we can paral-
lelly put all of them into the MRLT module for the final
correct location of the target. In the Background Cor-

rection module, we utilize a dense matching algorithm to
align the backgrounds between adjacent frames. By align-
ing the backgrounds between adjacent frames, our tracker
can ensure that camera movements do not cause the tar-
get to exceed the search region, resulting in more stable
tracking. In the Dynamic Small Target Detection mod-
ule, we propose an improved statistical clustering algorithm
that contains morphological operation and dynamic percep-
tion range strategy. They are specially designed to detect
small-scale UAVs that cannot be tracked using the methods
of feature matching. In general, with the collaboration of
the four modules, our UTTracker can achieve robust track-
ing in the TIR model, as shown in Figure 1.

To summarize, the main contributions of this work
are: (1) We propose a novel Unified Transformer-based
Tracker (UTTracker), which integrates four modules, in-
cluding Multi-Region Local Tracking, Global Detection,
Background Correction, and Dynamic Small Object Detec-
tion. It achieves robust TIR UAV tracking. (2) With the
combination of MRLT, GD, and BC modules, our tracker
can achieve robust tracking in challenging scenarios. (3)
To track small targets in complex backgrounds, we design
an improved statistical clustering algorithm to capture the
small UAVs. (4) We verify the effectiveness of our method
by conducting comprehensive experiments on the challeng-
ing UAV infrared tracking datasets [28, 63]. Besides, our
UTTracker is ranked the 2nd-place in the 3rd Anti-UAV
Challenge, which demonstrate our UTTracker achieves the
competitive performance in practical scenarios.

2. Related Work
2.1. Single object tracking

Given a target with bounding box annotation in the ini-
tial frame of a video, the objective of visual tracking is to
localize the target in successive frames. We broadly di-
vide the current popular tracking methods CNN-based and
Transformer-based trackers based on network structure that
models feature relationships. Among CNN-based trackers
[3, 4, 15, 30, 31, 57], SiamFC [3] and SiamRPN [31] utilize
convolutional neural networks (CNN) to model the cross-
correlation between template and search region features,
while DiMP [4] and PrDiMP [15] learn a discriminative
target filtering kernel. However, due to the local perceptual
limitations of CNN, it is difficult to maintain the long-range
target relationship between the template and the search re-
gion in spatial and temporal domains. Recently, with the
introduction of Transformers in the field of computer vi-
sion [6, 17, 40, 55], some transformer-based tracking meth-
ods [9, 42, 47, 52, 58] have been proposed. They are pro-
posed as discriminative or Siamese-based trackers, which
show better performance than CNN-based trackers because
of their long-range feature capture and target discrimination
ability. In some early methods [9, 52, 58], CNN was used
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to extract features separately, where TransT [9] designed a
special attention mechanism to realize the target relation-
ship modeling between template and search region features,
and TrDiMP [52] learns a global object filter representa-
tion across multiple frames based on Transformer. Nowa-
days, some trackers [7,12,29,56,59] based solely on Trans-
former architecture have been proposed. OSTrack [59],
Mixformer [12], and SimTrack [7] utilize the plain visual
Transformers [17, 55] to unify feature learning and rela-
tionship modeling, they are better than earlier Transformer-
based trackers. However, these trackers use the feature in-
teraction in a local search region to locate the target. There-
fore, they lack the ability to track UAVs in TIR mode when
occurs target appearance variation, target disappearance, or
camera movement. To this end, we need a more well-
designed tracker to adapt to the TIR UAV tracking.

2.2. Thermal infrared object tracking
With the rapid development of infrared sensors, ther-

mal infrared (TIR) tracking has received increasing atten-
tion due to its ability of thermal spectral images to handle
complex scenarios such as darkness, shadows, and illumina-
tion changes that are difficult for visual RGB images. Early
TIR tracking methods extract hand-crafted features, such
as intensity histograms [20], grayscale [22], and gradient
histograms [60], from thermal spectral images to perform
tracking. Recently, with the development of deep learn-
ing, some methods have been widely proposed for more
robust TIR tracking. To enhance object feature extraction,
pre-trained models on RGB images were utilized to extract
deep features. MCFTS [37] constructs an integrated TIR
tracking using a VGG feature extraction network with dif-
ferent convolutional features. HSSNet [34] combines mul-
tiple layers of convolutional layers and spatially aware net-
works by combining shallow spatial information with deep
semantic features to learn more accurate target discrimina-
tive features. SiamSTA [24] introduces a re-detection mech-
anism that combines local and global search to increase ro-
bustness for fast-motion scenes. However, they are difficult
to maintain the long-range target relationship between the
template and the search region in spatial domains. Mean-
while, we observe several key challenges in the anti-UAV
task, such as frequent target disappearance, camera move-
ment, and small targets without significant appearance in-
formation. To overcome the above limitation, we propose
a novel unified transformer-based tracker to achieve more
robust UAV tracking in TIR mode.

2.3. Vision Transformer
Transformer was originally introduced by Vaswani

et.al. [50] for machine translation applications, which can
establish dependencies of all input tokens and learn repre-
sentations from a global perspective. The attention mech-
anism is the vital part of the transformer, which learns the

dependencies of all input tokens to aggregate information
from the entire input sequence. Over the past year, trans-
formers have shown their great potential in the vision com-
munity due to more parallelization and competitive perfor-
mance. It splits input images into fixed-size patches and
then converts them into 1D input tokens. All these to-
kens are concatenated with a class token and sent into the
transformer encoder. The updated class token serves as
the global image representation for classification. Nowa-
days, thanks to its capacity for representation learning, vi-
sion transformer has been widely applied in image classifi-
cation [17,53], object detection [6,55], semantic segmenta-
tion [10, 48], action recognition [38, 61], etc. Considering
the superiority of vision transformer representational learn-
ing, we propose a Unified Transformer-based Tracker (UT-
Tracker) for Anti-UAV Tracking.

3. Method
In this section, we first introduce the overall architecture

of our proposed UTTracker. The following four subsec-
tions respectively introduce details of the Multi-Region Lo-
cal Tracking (MRLT) Module, the Global Detection (GD)
Module, the Background Correction (BC) Module, and the
Dynamic Small Object Detection (DSOD) Module.

3.1. Tracking Architecture
As shown in Figure 2, our UTTracker is composed of

four modules to achieve robust UAV tracking in TIR mode,
which are the MRLT module, the GD module, the BC mod-
ule, and the DSOD module. Firstly, the MRLT module se-
lects OSTrack [59] as Local Tracker (defined as Baseline).
Based on the Local Tracker, it introduces a template up-
date mechanism and a score prediction module (SPM) for
obtaining a dynamic template. Further, the MRLT mod-
ule adopts a multi-region search strategy that can track the
target in multi potential target-existing search regions for
discriminative tracking. Secondly, the GD module is in-
corporated to redetect the target after it disappears, which
contains a global detector. Thirdly, we further introduce
the BC module to align the backgrounds between adjacent
frames. In this way, camera movement will not cause the
target to exceed the search region, which facilitates robust
tracking. Finally, our UTTracker can automatically enable
or disable the DSOD module according to the target scale
and the target score, in which we design a Dynamic Small
Object Detector for robust small-scale target tracking.

3.2. Multi-Region Local Tracking
In our method, we use a transformer-based tracker as the

Local Tracker (defined as Baseline). Then, the template up-
date mechanism and a score prediction module(SPM) are
contained to constitute our Local Tracker, as shown in Fig-
ure 4. Specifically, we take a triple of images as input for
our tracker, including a template image z ∈ R3×Hz×Wz , a
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Figure 2. The overall architecture of UTTracker. It contains the MRLT module, the GD module, the BC module, and the DSOD module.
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Figure 3. The specific architecture of UTTracker’s DSOD module.

dynamic template image z ∈ R3×Hz×Wz , and a search re-
gion image x ∈ R3×Hx×Wx . They are split and reshaped
into a sequence of flattened 2D patches zp ∈ RNz×(3·p2),
dzp ∈ RNz×(3·p2) and xp ∈ RNx×(3·p2), where (p, p)
is the resolution of each patch, and Nz = HzWz/p

2,
Nx = HxWx/p

2 are the patch number of the template
and search region respectively. We map flattened patches
to C dimension through a linear projection. Then, learnable
position embeddings Pz ∈ RNz×C , Pdz ∈ RNz×C and
Px ∈ RNx×C are added into their corresponding patches
to obtain template feature H0

z ∈ RNz×C , dynamic tem-
plate feature H0

dz ∈ RNz×C , and search region feature

H0
x ∈ RNz×C . After that, H0

z , H0
dz and H0

x are concate-
nated together as input to the vit transformer encoder, which
consists of N encoder layers. The encoder layer is com-
posed of multi-head attention and multi-layer perception.
Further, we feed the updated search region feature HN

x into
a box head for target state estimation. Finally, we introduce
a score prediction module(SPM) and the template update
mechanism to judge the quality of the target and select the
high-quality target as the dynamic template.

The SPM we use is the same as MixFormer [12] but has
some differences. We automatically acquire negative sam-
ples in SPM training. Specifically, we sample a search re-
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Figure 4. Structure of the Local Tracker with a dynamic template.
It contains the score prediction module (SPM) and the template
update mechanisms.

gion with the drone (positive region) and a search region
without the drone (negative region). We treat the ground
truth drone in the positive region as a positive sample and
treat the detected target in the negative region as a negative
sample. Such negative samples are easier to confuse the
SPM, which can help SPM learn better discriminability.

During the tracking process, we design a multi-region
search strategy so that targets in multiple cropped search
areas can be tracked in parallel. Meanwhile, the SPM out-
puts target scores in multiple search regions. If the esti-
mated optimal score of SPM is higher than a given target
score threshold (e.g. 0.8) and the tracker has reached the
update interval (e.g. 20), we resample a template accord-
ing to the target bounding box corresponding to the optimal
score and replace the dynamic template with it. Thanks to
the SPM module, template update mechanism, and multi-
region search strategy, the MRLT module can greatly adapt
to the target scale and appearance change in the process of
UAV tracking in TIR mode, which achieves robust tracking.

3.3. Global Detection

Although our MRLT module has achieved stable UAV
tracking, when the target is temporarily lost, the local
tracker may collapse completely. In order to redetect the tar-
get after it disappears, the GD module introduces YOLOv5
[2] as our Global Detector for its convenience and effective-
ness. We refer readers to learn more details of our Global
Detector’s structure in YOLOv5 [2].

In the process of tracking, we first detect the target in
each frame. Then the Global Detector outputs all the pro-
posals which might contain the target UAV. We further re-
move the untrusted proposals whose confidence score is
lower than a given global-detect threshold. In the last step,
as shown in Figure 2, the multi-region search strategy is

employed to rescore the detected proposals that might con-
tain the target. In particular, we crop search regions based
on the detected drone proposals and concatenate these re-
gions in a batch. The multi-region local tracking module
detects targets in these search regions parallelly and outputs
the corresponding target score for selecting the optimal re-
sult. If the target scores of the local tracker proposals are
lower than 0.5, we judge the drone disappears.

3.4. Background Correction

Equipped with the GD module, our UTTracker fulfills
the more robust and precise tracking. However, there are
still some common occurrences in drone tracking scenarios,
such as camera movement.

During tracking, we design a BC module to align the
backgrounds between adjacent frames to avoid local track-
ing loss caused by camera movement. As shown in Fig-
ure 2, the dense matching algorithm, LoFTR [49], is first
applied to find key point pairs. More details of the dense
matching algorithm can refer to LoFTR [49]. Then, these
key points are utilized to regress the optimal single map-
ping transformation matrix H through the RANSAC [16]
algorithm. We align the previous target state bpre =
(xpre, ypre, wpre, hpre) to the current frame through H .
Formally,[

x1 y1 −
x2 y2 −

]
=

[
xpre ypre 1

xpre + wpre ypre + hpre 1

]
×HT

(1)

H =

 h1 h1 h3

h4 h5 h6

h7 h8 1

 (2)

Then, the aligned previous target state balign =
(x1, y1, x2 − x1, y2 − y1) is used to crop the search region
for the next frame tracking. In this way, camera movement
will not cause the target to exceed the search region, so our
BC module facilitates more robust tracking.

3.5. Dynamic Small Object Detection

As aforementioned, with the combination of the MRLT
module, the GD module, and the BC module, our UT-
Tracker is powerful to locate targets with abundant appear-
ance information. However, it is difficult to detect small-
scale targets through feature matching. The global de-
tector and local tracker tend to output a low target score
and drifting box for small targets. To this end, we pro-
pose a DSOD module, which employs Gaussian Mixture
Model [45] (GMM) to capture the small moving target, as
shown in Figure 3. We switch to enable the DSOD module
for the next frame if the current target size is smaller than
6 × 6 and the current target score is lower than 0.5, which
is the condition of Switch1, just as you see in Figure 2.
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The Gaussian Mixture Model maintains K Gaus-
sian components η (Xt, µi,t,Σi,t) for each pixel. Here,
η (·, ·, ·)means the Gaussian probability density function,
Xt denotes the intensity value of the pixel (x, y), µi,t and
Σi,t are the mean and variance matrix of component i. Fol-
lowing SiamSTA [24], the Gaussian components can be up-
dated by the input image if pixel value Xt is within 2.5
times the standard deviations of a component. If Xt does
not match any of the K components, we determine the pixel
is a part of the moving target, as shown in Figure 3(a).

Beyond drones, some scenarios contain dynamic back-
grounds, which may confuse drone detection. Thus, we first
utilize open morphological operation [46] to suppress the
complex background noise. Then, we employ close mor-
phological operation to enhance target perception, which
can prevent the target from being divided into many parts
mistakenly, as shown in Figure 3(b).

Further, based on the previous target location, we set a
perception range of 100 pixels and mask out the candidates
beyond the perception range, as shown in Figure 3(c). After
that, the candidate with the most similar shape to the target
in previous frames is chosen as the tracking drone. Further,
to redetect the drone after it has been obscured or disap-
peared, we design a strategy of dynamic perception range.
In particular, the perception range R is enlarged according
to the number of the drone disappearing frames Nd, which
can be formulated as R = 100 · e0.1·Nd . In this way, we
can search for the drone in a larger range after it disappears
to avoid the drone exceeding the perception range. Notably,
the GMM module is based on pixel-level statistics. If the
camera is moving, the GMM will lose efficacy. Therefore,
we judge the camera motion through H . If the displace-
ment parameter in H is larger than 1, we judge the camera
is moving and initialize GMM with the current frame.

Meanwhile, the local tracker and global detector also
give proposals. If the target scores of the proposals are
larger than 0.5, we disable the DSOD module, which is the
condition of Switch2, as shown in Figure 2.

4. Experiments
4.1. Implementation Details

Our UTTracker are implemented using Python 3.6 and
Pytorch 1.7.1. The experiments are conducted on a server
with four 24GB NVIDIA RTX 3090 GPUs.

MRLT module details. Our Local Tracker is similar
to OSTrack [59] but without the Early Candidate Elimina-
tion strategy. Besides, we add the score prediction module
(SPM) to our tracker. We crop the template and search re-
gion by 22 and 42 times the target bounding box area re-
spectively. Our tracker takes 256×256 search region im-
age and 128×128 template image as input. Same as OS-
Track [59], we first train our model on the training splits of

Table 1. Comparison with state-of-the-art trackers on 1st and 2nd
Anti-UAV test-dev datasets. We report the AUC scores, mean pre-
cision, and normal mean precision for each tracker. The best three
results are shown in red, blue and green fonts.

Method 1st TestDev [28] 2nd TestDev [63]
AUC P PNorm AUC P PNorm

UTTracker 77.9 98.0 97.7 72.4 93.4 91.7
Baseline 73.2 92.7 92.1 64.2 83.4 81.4

SiamSTA [24] 72.6 96.9 - 65.5 88.8 -
SiamRCNN [51] 71.8 94.8 - 63.3 83.7 -
Globaltrack [26] 70.7 93.2 - 61.1 81.4 -

PrDiMP [15] 60.4 87.2 - 53.6 77.6 -
DiMP50 [4] 57.2 80.1 - 51.6 72.9 -
ATOM [14] 55.8 78.2 - 49.5 70.5 -

KYS [5] 55.4 77.4 - 50.4 71.3 -
STRCF [32] 46.1 62.4 - 40.3 57.5 -

ECO [13] 46.1 62.7 - 41.0 58.6 -
SiamRPN [31] 46.1 62.4 - 41.6 56.8 -

SiamRPN++ [30] 43.5 59.4 - 40.4 56.1 -
AutoTrack [35] 42.8 58.0 - 37.6 53.3 -

ARCF [27] 39.4 54.9 - 32.5 50.0 -
CSRDCF [41] 39.3 55.2 - 33.4 48.5 -

KCF [23] 33.9 47.4 - 26.3 40.2 -

LaSOT [18], GOT-10K [25], COCO2017 [36], and Track-
ingNet [44], which is a general setting for model training in
visual tracking. For fairness, we exclude all UAV classes in
these datasets. Common data augmentations, such as trans-
lation, horizontal flip, and brightness jittering, are applied in
training. The minimal training data unit for our tracker con-
sists of two templates and one search region image, where
one template serves as the base template to provide the ini-
tial target feature and another template serves as the dy-
namic template to provide the temporal target feature. No-
tably, we remove the same sequences in the 2nd Anti-UAV
test-dev dataset to rebuild our train dataset based on the 3rd
Anti-UAV dataset. Then we fine-tune our tracker on the
train dataset which contains 142 high-quality IR video se-
quences. More tracker settings are discussed in Section 4.4.

GD module details. We choose YOLOV5x [2] as the
initial global detector based on the performance comparison
of the different variants. Then, we filter out drone objects
smaller than 5× 5 in the dataset to avoid noise. Finally, our
global detector is also fine-tuned on the train dataset. By the
way, we store all detection results in caches to facilitate the
high efficiency of tracking in the process of inference.

BC module details. We try different models and even-
tually choose LoFTR [49] model as our dense matching al-
gorithm. In the same way that the global target detector
is used, we store H-matrix parameters between continuous
frames for efficient drone tracking.

DSOD module details. We use Gaussian Mixture
Model [45] with some ingenious designs such as morpho-
logical operation [46] as our DSOD module. They are all
implemented by OpenCV.

3041



Table 2. Comparison with state-of-the-art trackers on 1st and 2nd Anti-UAV test-dev datasets in terms of average overlap accuracy. The
best three results are shown in red, blue and green fonts.

SiamRPN++ [30] SiamRPN [31] ATOM [14] KYS [5] DiMP50 [4] PrDiMP [15] Globaltrack [26] SiamR-CNN [51] SiamSTA [24] Baseline UTTtracker
1st TestDev [28] 44.25 46.82 56.72 56.23 58.14 62.45 72.04 72.95 74.46 74.49 80.38
2nd TestDev [63] 41.02 42.23 50.32 51.22 52.41 55.52 62.15 64.29 67.30 65.26 75.13

4.2. Experimental Setup

Datasets. SiamSTA [24] used the 1st and 2nd Anti-UAV
test-dev datasets to evaluate their approach. For fairness,
we primarily use the same datasets to evaluate our model.
Thanks to the 3rd Anti-UAV challenge, we can further
experiment on the 3rd Anti-UAV test-challenge datasets.
The 1st Anti-UAV test-dev [28] is a high-quality dataset
that contains 100 IR videos and 100 RGB videos.It covers
multi-scale UAVs with complex scenarios such as clouds,
buildings, etc. The 2nd Anti-UAV test-dev [63] incorpo-
rates more complex challenges like tiny objects, and cam-
era movement, which contains 140 IR videos. Compared
to the previous challenge, the 3rd Anti-UAV test-challenge
dataset adds more challenging video sequences with dy-
namic backgrounds, and complex movements, such that it
covers a greater variety of scenarios with multi-scale UAVs.
Evaluation metrics. First, we use three metrics includ-
ing area under the curve (AUC) of the success plot, Pre-
cision(P), and Normal Precision(PNorm) to evaluate, which
are widely used in large-scale tracking benchmarks such as
LaSOT [18], TrackingNet [44], TNL2K [54], etc. Then,
according to the evaluation metric given in the Anti-UAV
benchmark [63], we further use average overlap accuracy to
assess. It calculates the mean IOU of all videos. For more
strict evaluation, when the target exists but isn’t tracked, the
3rd Anti-UAV challenge adds a penalty item to the original
average overlap accuracy. More details can be found in the
3rd Challenge Page [1].

4.3. Quantitative Evaluation
We evaluate the tracker and compare it with some of

the currently best-performing deep trackers on the 1st and
2nd Anti-UAV test-dev datasets, including SiamSTA [24],
SiamRCNN [51], Globaltrack [26], PrDiMP [15], DiMP50
[4], ATOM [14], KYS [5], STRCF [32], ECO [13],
SiamRPN [31], SiamRPN++ [30], AutoTrack [35], ARCF
[27], CSRDCF [41], KCF [23].

The results of the AUC, P, and PNorm which compare
the trackers mentioned above on 1st and 2nd AntiUAV test-
dev datasets are shown in Table 1. Our UTTracker exceeds
other UAV trackers a lot on every test-dev dataset. Specifi-
cally, UTTracker obtains the best AUC score of 77.9%, out-
performing SiamSTA by 5.3% on the 1st Anti-UAV test-
dev dataset. Meanwhile, UTTracker achieves the top AUC
score of 72.4%, surpassing SiamSTA by 6.9% on the 2nd
Anti-UAV test-dev dataset. Our UTTracker can not only
perform well during tracking general UAV targets but also

Table 3. Top 3 tracker results on the 3rd Anti-UAV test challenge.

Trackers Score(%)
Anonymous Tracker(1st) 69.7

Our UTTracker(2nd) 68.8
Anonymous Tracker(3rd) 68.0

Table 4. Ablation studies on components of UTTracker.

Trackers MRLT GD BC DSOD Score(%)
Baseline - - - - 65.26

-
√

- - - 67.28
-

√ √
- - 72.49

-
√ √ √

- 73.33
UTTracker

√ √ √ √
75.13

deal well with the challenges such as frequent target disap-
pearance, small-scale targets, and camera movement in the
2nd Anti-UAV test-dev dataset.

In addition, Table 2 displays the overall performance of
the top 11 trackers in terms of the average overlap accu-
racy metric defined in Anti-UAV [63]. Our UTTracker gets
the top score of 80.38% on the 1st dataset and 75.13% on
the 2nd dataset. Compared with SiamSTA [24], UTTracker
respectively gets a gain of 5.89% and 7.83% on the two
datasets. Moreover, in contrast with our baseline model,
our UTTracker gets a high gain of 9.87% on the 2nd dataset.
Our extra modules designed for the baseline tracker are ef-
fective to solve the complex challenges in the 2nd dataset.

In the end, we report the results on the 3rd Anti-UAV
test-challenge datasets. As shown in Table 3, our UT-
Tracker gets second place on this dataset with only a little
difference(0.9%) with the champion scheme.

4.4. Ablation Study
In this subsection, we take the ablation study on the 2nd

Anti-UAV test-dev [63] to further analyze the effectiveness
of design in UTTracker. We adopt average tracking accu-
racy defined in Anti-UAV as the evaluation criteria accord-
ing to SiamSTA [24].

Effectiveness of MRLT module. As shown in Table 4,
the MRLT module can get a gain of 2.02% compared to the
baseline model. This can be attributed to the template up-
date mechanism and the multi-region search strategy. In ad-
dition, Table 5 discovers that the best template update inter-
val is 15. Meanwhile, that the optimal target-score threshold
is 0.5, as shown in Table 6.

Effectiveness of the GD module. Results in Table 4
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Table 5. Performance of different update intervals of the dynamic
template.

UpdateVal Score(%)
5 74.56
10 74.81
15 75.13
20 74.78
25 74.75
30 74.63

Table 6. Performance of different target-score thresholds.

Target-Score Thres Score(%)
0.1 75.02
0.3 75.08
0.5 75.13
0.7 75.04
0.9 74.76

show the effects of GD module leads to 5.21% improve-
ment. It’s the best among all four components. This is
due to the precise switch between global detection and lo-
cal tracking when the out-of-view target is present again.
As shown in Table 7, we try different global detectors in the
GD module, when using the YOLOv5X detector, our UT-
Tracker obtains the best performance. In addition, global
detection threshold decides whether we use the detector
during tracking or not. Table 8 shows that the optimal global
detection threshold is 0.6.

Effectiveness of the BC module. As you can see in
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Figure 5. The detection results of our Global Detector when the
target disappears and reappears in different scenarios. It can be
solved well through our Global Detector.

Table 7. Performance of different global detectors.

global detector Score(%)
YOLOv5S 72.35
YOLOv5M 73.28
YOLOV5L 74.07
YOLOv5X 75.13

Table 8. Performance of different global-detection thresholds.

Global-Detection Thres Score(%)
0.2 74.91
0.4 75.03
0.6 75.13
0.8 74.48

Table 4, through adding the BC module, the tracking result
obtains a gain of 0.84%, which can be owed to the effective
solution to the camera movement challenge during tracking.

Effectiveness of the DSOD module. We finally incor-
porate the DSOD module into our UTTracker. This mod-
ule is used to solve the challenge of tracking small objects
in static backgrounds, which the global detector can’t deal
well with. As shown in Table 4, the DSOD module brings
1.8% lift to our UTTracker. This demonstrates that it has
the precise perception ability of small-scale targets.

Visualization. As shown in Figure 5, our GD module
deals well with the challenge of frequent target disappear-
ance without any sophisticated design. Besides, the more
qualitative results of our UTTracker are presented in the
Supplementary Materials.

5. Conclusion

In this paper, we propose a robust tracker named UT-
Tracker for Anti-UAV tracking. We first design a multi-
region local tracking module concentrating on providing the
temporal cues for target appearance variation. Then, we in-
corporate a global detection module into our UTTracker to
redetect the out-of-view target. Meanwhile, we introduce
a background correction module to mitigate the effects of
camera movement by aligning the backgrounds between
adjacent frames. Finally, we design a dynamic small ob-
ject detection module for stable tracking of the small tar-
get without abundant semantic information. With the co-
operation of the four modules, our UTTracker achieves the
best performance on the 1st & 2nd Anti-UAV benchmarks.
Meanwhile, our UTTracker is ranked the 2nd-place in the
3rd Anti-UAV Challenge. However, there are still some
shortcomings in our work, such as tracking small targets
in moving background, so we will improve our algorithm
for more robust UAV tracking in the future.
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