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1. More Implementation Details
GCN Training Augmentation: As described in Sec. 4.2
in the main paper, random rotation and horizontal flip are
applied during geometric feature learning. More specifi-
cally, given a landmark v′ti = (x′

ti, y
′
ti) in an aligned and

sub-sampled input sequence, it is first rescaled by 2v′ti − 1
so that it fits within the range [−1, 1]. We later denote the
rescaled landmark by vti for simplicity. Rotating vti by an
angle θ is formulated as:

rotate(vti, θ) =

(
cos θ − sin θ
sin θ cos θ

)(
xti

yti

)
, (1)

and flipping vti horizontally is done by:

flip(vti) =

(
−1 0
0 1

)(
x̃ti

ỹti

)
, (2)

where ṽti = (x̃ti, ỹti) is the position of the corresponding
landmark of vti on the other side of the face. During train-
ing, we rotate each landmark sequence by a rotation angle
θ randomly chosen from [−30, 30], and horizontally flip the
landmark sequence with a probability of 0.5.

Facial Movements in CASIA-FASD Dataset: While the
spoof types in CASIA-FASD dataset (live, print attack,
and video-replay attack) are the same as in the other three
datasets used for the cross-dataset evaluation: OULU-NPU,
Replay-Attack, MSU-MFSD, the class of print attack in
CASIA-FASD can be further divided into two sub-classes:
print-warp attack and print-cut attack (Fig. 1). In particular,
the facial movements of print-cut attacks in CASIA-FASD,
where the motion around the eyes is driven by a live person
blinking behind, are very different from the facial dynamics
of print attacks in the other three datasets. Therefore, we
exclude the print-cut attack in CASIA-FASD from training
in all the experiments. This attack is also excluded when
evaluated for abnormal movement detection. However, this
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Figure 1. Print Attack in CASIA-FASD. The print attack in
CASIA-FASD can be furthered divided into the sub-classes of
print-warp attack (left) and print-cut attack (right).

attack (print-cut attack in CASIA-FASD) is included in all
the testing protocols when GAIN is compared to the SOTA
methods under the settings in Sec. 4.3 in the main paper.

Standard Temporal-Based Methods (3D-CNN): In
Sec. 4.4 in the main paper, we compare GAIN with methods
that adopt 3D-CNN [3] to discuss the benefit of extracting
geometric information from facial landmarks. In this sec-
tion, we provide further implementation details of the 3D-
CNN-based methods. We utilize MTCNN [9] to align and
crop faces to the size 256× 256 in each video. The optical
flow is then estimated based on the cropped and aligned face
images every two frames using the algorithm from [5]. The
output is later resized to 64×64 for training efficiency. Dur-
ing training, we randomly sub-sample 64 frames of resized
images/flows as the input of the 3D-CNN. At the inference
stage, we choose the 64 frames by uniform sub-sampling.
The 3D-CNN is trained for 65 epochs with a batch size of
16. The optimizer is SGD with a momentum of 0.9 and a
weight decay of 0.0001. The initial learning rate is set to
0.1, and it is decayed with a factor of 0.1 after the 50-th
epoch. Same augmentation techniques are applied to the
RGB+3D-CNN and Flow+3D-CNN methods: random hor-
izontal flip and rotation by an angle within 30 degrees.
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O&M&I to C M&I to C C&M&I to O M&I to O

Method HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

MS-LBP [6] 54.28 44.98 51.16 52.09 50.29 49.31 43.63 58.07
IDA [8] 55.17 39.05 45.16 58.80 54.20 44.59 54.52 42.17
CT [1] 30.58 76.89 55.17 46.89 63.59 32.71 53.31 45.16
LBP-TOP [2] 42.60 61.05 45.27 54.88 53.15 44.09 47.26 50.21
MADDG [7] 24.50 84.51 41.02 64.33 27.89 80.02 39.35 65.10
SSDG-M [4] 23.11 85.45 31.89 71.29 25.17 81.83 36.01 66.88

SSDG-R* [4] 9.89 95.28 18.11 88.00 14.03 93.07 18.89 89.87
SSDG-R* + GAIN 8.52 96.02 18.00 89.39 12.50 95.12 15.00 92.36

Table 1. The results of the cross-dataset evaluation with limited (2-to-1) training datasets, the results of 3-to-1 cross-dataset evaluation is
listed to the left for comparison. We reproduce SSDG-R as our baseline methods (noted as SSDG-R*).

Figure 2. Visualization of dense landmark predictions. The four live subjects (from left to right) are from CASIA-FASD, MSU-MFSD,
OULU-NPU, and Replay-Attack.

2. More Results in Cross-Dataset Evaluation

In addition to the results shown in Sec. 4.3 in the main
paper, Table 1 provides further cross-dataset evaluations un-
der the setting of limited training datasets (M&I to C, and
M&I to O). GAIN once again improves significantly over
the baseline photometrics-based method. The result indi-
cates that our proposed GAIN is able to learn discrimina-
tive geometric facial dynamics even with limited sources of
training data.

3. More Visualization

Dense Landmark Prediction: More dense landmark pre-
dictions of live faces are provided in Fig. 2. The live
faces are from the four datasets used in the cross-dataset
evaluation (CASIA-FASD, MSU-MFSD, OULU-NPU, and
Replay-Attack). As shown by the visualization, the fine-
grained facial movements are detailedly captured by dense
facial landmarks.

t-SNE Visualization: In Fig. 3, we provide the t-SNE vi-
sualization of the extracted geometric features by GAIN un-
der the cross-dataset settings of O&M&I to C, O&C&M to
I, and I&C&M to O. Close matches between the training
and testing datasets can be observed in all three settings.

References
[1] Zinelabidine Boulkenafet, Jukka Komulainen, and Abdenour

Hadid. Face spoofing detection using colour texture analy-
sis. IEEE Transactions on Information Forensics and Secu-
rity, 11(8):1818–1830, 2016. 2

[2] Tiago de Freitas Pereira, André Anjos, José Mario De Mar-
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Figure 3. t-SNE visualization of the extracted geometric features
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O.
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