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1. Imbalanced Learning

Since the dataset is highly imbalanced, one potential so-
lution is to combine the SOTA layout estimation model with
the SOTA data re-balancing method. We use the SOTA bal-
anced MSE proposed in [4] to alleviate the issue in our
task. We compared our two-stage model with two base-
lines: SOTA LGT-Net + Balanced MSE [4] and our initial
stage + Balanced MSE [4]. The results in Table 1 show that
a single-stage model with SOTA re-balancing method does
not work well on this challenging problem.

Model 2DIoU
LGT-Net [3] + Balanced MSE [4] 82.21%

Our Initial Stage + Balanced MSE [4] 70.38%

Ours(U2RLE) 91.39%

Table 1. Quantitative results comparing our two-stage model with
single-stage model + SOTA re-balancing technique.

2. Limitations

2.1. Post-Processing

Our proposed model did not use the post-processing pro-
posed in HorizonNet [5]. HorizonNet’s post-processing as-
sumes that the room only contains Manhattan walls. Non-
Manhattan walls are pretty common, especially in ZInD’s
[1] “visible-geometry”. A new post-processing that can
handle non-Manhattan walls is needed. We leave this for
our future work.
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2.2. Sharp Depth Discontinuity

Our proposed model does not work well on predicting
sharp depth discontinuity over a small area. Some exapm-
les are shown in Figure 1 This is because the features from
ResNet’s block 1 ∼ 4 have a large receptive field. Based on
these features, we can only get smooth predictions.

3. Channel-preserving Height Compression
Module

The architecture of the proposed channel-preserving
height compression (CPHC) module is shown in Figure 2.
The input to CPHC module is the features from ResNet-
50 [2]. Features from blocks 1-4 are passed through differ-
ent branches in CPHC module. After convolution, pooling,
and up-sampling, the height dimension is compressed, and
the dimension of these features becomes 256 × 1 × 256.
Finally, these features are concatenated along channel di-
mension.

4. More Results
In order to better compare our proposed method with

other models, we provide more qualitative results on ZInD
[1] and Structure3D [6] datasets in Figures 3 and 4, respec-
tively.

5. Failure Cases
In this section, we provide some other examples of when

our system fails. Typical failures occur when a kitchen is-
land is present or the floor is heavily obstructed. Figure 5
shows some representative examples.
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Figure 1. Examples of when the models fail to predict sharp changes.

Figure 2. The architecture of the proposed channel-preserving height compression (CPHC) module.
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Figure 3. More qualitative comparison on ZInD [1] dataset. GT layout is in blue while predicted layout is in green.



Figure 4. More qualitative comparison on Structure3D [6] dataset. GT layout is in blue while predicted layout is in green.



Figure 5. Further failure cases of our approach. The first column shows some cases where the floor boundary is highly occluded. In
the second and third columns, the model confuses the kitchen island with the actual floor boundary and fails to predict the actual floor
boundary.


