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Abstract

This paper introduces a Sphere-based representation to
model a 3D scene and show its performance on various
tasks, including Structure from Motion (SfM) and 3D scene
classification. A significant target application of this work
is Mixed Reality, where 3D data can be efficiently repre-
sented, and synthetic and real data can be mixed for an
immersive experience. Over the past few decades, 3D big
data has garnered increased attention in computer vision.
Acquiring, representing, reconstructing, querying, classi-
fying, and visualizing 3D models for Mixed Reality has
become crucial for many applications, such as medicine,
architecture, entertainment, and bioinformatics. With the
ever-increasing amount of data that the 3D scanners pro-
duce, storing, processing, and transmitting the data be-
comes challenging. Techniques that exploit the shape in-
formation need to be developed to model, classify and visu-
alize the data. Our work offers a novel multi-scale surface
representation based on spheres, with the ultimate goal of
helping scientists to see and work with 3D data in Mixed
Reality more effectively and efficiently.

1. Introduction
In computer vision, [30], the representation is all about

how the input, output, and intermediate information are
constituted for the algorithms to calculate the desired re-
sults. The utility of 3D points in computer vision, computer
graphics, mixed/virtual reality, medical imaging, and multi-
media has recently increased multi-fold. Visualizing data in
3D enables observers to examine and interact with objects
as they appear in reality. Therefore, an efficient and effec-
tive representation of the 3D world is imperative in mixed
reality for storage, analysis, recognition, transmission, and
visualization.

Real-time 3D capture using RGB-D cameras and other
multi-view setups has become common. The growth in 3D
sensing is due to various advantages that are well-known.

The most obvious reason is that we live in a 3D world;
for robots and other artificial intelligent agents to work to-
gether with naturally intelligent agents (such as humans
and other biological organisms), 3D scene acquisition and
understanding are needed. Furthermore, all our natural
changes, such as the world’s growth and dynamics, happen
in 3D. Some examples that make it imperative to analyze in
3D include autonomous vehicle navigation, biological or-
gan modeling, natural hazards and environmental analysis,
and sports analysis. 3D sensors are now smaller, compact,
and less bulky [11]. They can be hung on a Drone or a
robot for environment sensing and easy navigation. We can
notice how the 3D gaming industry provides a more impres-
sive and immersive viewing experience using TVs, smart-
phones, and tablets with miniaturized sensors, by sensing
and tracking faces, hands, legs, and body movements and
providing a life-like mixed reality environment [16]. Due to
the prevalence of Laser Scanning (LiDAR) and unmanned
aerial vehicles, Mixed Reality has seen a lot of applications
in Geosciences [12].

Computer vision methods are needed to model the 3D
big data involved in Mixed Reality systems, which is further
poised to increase exponentially. In Graphics, mesh shading
is usually done using meshlets, representing a local mesh
with a predefined upper limit of V vertices and P primitives.
Alternatively, in vision-related tasks, to model a set of 3D
points constituting a scene, the point cloud is converted to a
primitive-based model by the use of 3D primitives (oriented
3D rectangles, i.e. cuboids) [41]. Such primitive-based 3D
object representations have been utilized before for mod-
eling with underpinnings from psychology [3]. Once ob-
tained, these primitives can be used for storing, transmit-
ting, recognizing, and retrieving. In this paper, we introduce
a Sphere based representation to model a 3D object/scene.
There are several advantages to using spheres as our model-
ing primitive. First, spheres do not have a boundary, unlike
bounded planes. In Computer Graphics, Spheres have been
utilized for modeling deformable surfaces [29]. As the au-
thors indicate, spheres have the main advantage of having a
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continuously varying tangent plane and well-defined curva-
ture at every point.

There are several sources of 3D data; some 3D sensors
include i) LIDAR, a 360° omnidirectional scanning device
used widely for autonomous vehicle navigation. Depth is
obtained by measuring the reflected pulses from the target
object; ii) Stereo and multi-view cameras, which use point
correspondences between different views to get the 3D or
by projecting light patterns into the scene (Intel’s DEPTH-
SENSE Camera series [15]); iii) Use of IR sensor to re-
construct the depth map of the scene (Microsoft’s Kinect
series). For example, the Kinect V2 uses Time of Flight in-
formation instead of the previous Light Coding to produce
a 512 by 424 depth map and a visible camera to produce
1920 by 1080 full HD color image [20, 21]. Other avenues
of 3D information is from the Structure From Motion (SfM)
algorithms, as well as other deep learning based architec-
tures [38], and NeRFs [19].

2. Background and Related Work
The entertainment, aviation, real estate, defense, health-

care, and education industries are some of the major stake-
holders of MR technologies. Real estate companies like
to show the visualization of 3D structures to prospective
clients, even before breaking the ground. In healthcare, doc-
tors can store the 3D data from surgeries and simulations;
the sports industry can visualize the events and keep them
for further viewing. All these exciting applications create
a tremendous amount of data that must be securely stored
for the long term. Currently, the file sizes are enormous,
and most of these applications generate up to one terabyte
of data per hour; for instance, a 3-hour game would be three
terabytes.

Mixed Reality must have a compact and efficient 3D
model to store the vast data, facilitating in-situ embedding
of 3D models of scene geometry, playback of recordings,
etc. Retrieving models from large databases also needs an
efficient, compact representation of 3D shapes and robust
matching [36]. 3D point sets consist of x,y,z coordinates;
when no adjacency is known, it is unstructured, and when
provided, it is in a mesh format where data is structured.
Points can describe standalone objects or a conglomeration
of objects comprising a scene. The number of points can
run into millions, and given that each coordinate contains
three floating-point numbers (x,y,z), storage itself will be
costly. This issue is more so for dynamic scenes, where we
have 3D data in multiple frames due to the temporal dimen-
sion. Transmission of this data is not feasible in real-time
for practical applications. In remote surgery applications
alone, the encoding of comprehensive 3D data is needed for
compression, storage, transmission, and rendering. We now
review 3D point processing research work and categorize it
into representation, registration, and classification.

Several works have been presented in representation and
used in shape retrieval. Authors have proposed a novel
tool, called the Spherical Harmonic Representation, that
transforms rotation-dependent shape descriptors into inde-
pendent rotation ones, helping design practical shape re-
trieval algorithms [13]. Deep learning methods (Siamese)
were used to perform 3D matching. In [34], authors per-
form sketch-based shape retrieval using such a deep net-
work. In [33], authors use Sphere Region Proposal Network
(SphereRPN) to detect objects by learning spheres instead
of bounding boxes and showing the robustness towards lo-
calization error compared to bounding boxes.

In registration, there has been work on establishing reli-
able 3D shape correspondences between 3D scans, using a
template 3D shape. Authors use Shape Deformation Net-
works, a comprehensive, all-in-one solution to template-
driven shape matching [7]. A Shape Deformation Network
learns to deform a template shape to align with an input ob-
served shape. Given two input shapes, the authors align the
template to both inputs and obtain the final map between
the inputs by reading off the correspondences from the tem-
plate. Spherical harmonic cross-correlation is another ro-
bust registration technique based on the normals of two-
point clouds with significant overlapping regions. Since
this technique has a high computational cost of computing
spherical harmonics at each normal, the binning of normals
has been proposed by earlier work [17]. Such binning im-
proves computational efficiency since the spherical harmon-
ics can be pre-computed and cached for each bin location.
In [18], authors estimate rotation by traversing the space
of rotations to obtain a maximum correlation between Ex-
tended Gaussian Images (EGI) of the two 3D datasets. This
is efficiently computed using the spherical harmonics of the
Extended Gaussian Image and the rotational Fourier trans-
form.

In classification, 3D point processing has recently re-
ceived much attention, thanks to PointNet [24]. In this
work, the authors design a novel type of neural network
that directly feeds on point clouds with permutation invari-
ance. Their network consists of a unified architecture for
applications composed of but not limited to, object classifi-
cation, part segmentation, to scene semantic parsing. How-
ever, PointNet does not capture local structures in the metric
space of points, so it is not generalizable to complex scenes.
Thus the authors have introduced PointNet++, a hierarchi-
cal neural network that applies recursively on a nested par-
titioning of the input point [25]. Several 3D point cloud
networks came after that, including the work on 3D object
detection [23]. Several datasets are available for benchmark
evaluation, such as the synthetic dataset, the ModelNet40
[35]. A recent survey in this series of works [8] presents a
taxonomy of current methods.

Limited work has been done on the security aspects of
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Figure 1. 3D Surface Aggregation in Topology Representation
(SAINT)-based modeling pipeline.

3D Big data. A data breach is when an unauthorized user
gains access to valuable and confidential data, either mea-
sured by scanners or generated by algorithms. For example,
our work can be applied to results from work such as [32],
who proposed a robust method for regressing discrimina-
tive 3D morphable face models (3DMM). The authors use
a convolutional neural network (CNN) and regress 3DMM
shape and texture parameters directly from input intensi-
ties. However, one of the significant disadvantages of stor-
ing 3D points is the inefficiency, and unsafe against Cy-
ber threats as well. Our system can convert these output
3D faces, and other such works [10] into sphere-based rep-
resentations to store and transfer efficiently and securely.
For example, if data transmitted is stored as 3D points, it is
prone for hackers to understand and ’attack’ the data. Using
our work, we can encode the data into spheres (radii and
centers with our method), oblivious to the actual 3D data.
Then, with the corresponding contact map, 3D points can
be reconstructed from sphere centers and radii. Moreover,
the critical spheres center data can be encrypted and trans-
mitted/stored securely, whereas contact maps can be trans-
mitted/stored ’publicly.’ A meshlet, representing a vari-
able number of vertices and primitives used in graphics
pipelines, is not encrypted and is thus open to a data breach.

3. Our Approach
3.1. Overview

Our sphere-based modeling approach iteratively fits
spheres to the input point cloud (Figure 1). The resulting
shape model is multi-scale as the number of spheres uti-
lized can be controlled, and details of the shape captured
are multi-scale. We term this method as 3D SAINT, Surface
Aggregation in Topology Representation. We later show
that this modeling scheme successfully improves many of
the 3D tasks , such as classification. Given a 3D point cloud
as input, our method computes a series of spheres as its sur-
face approximation. In [4], authors fill the inside or out-
side of the 3D model with an appropriate number of infill-
ing spheres. A sphere in their work is defined by a voxel
with the voxel coordinates as its center and the signed dis-
tance field (SDF) value as its radius. In our method, we
use spheres to model the surface of the point cloud. Our
shape modeling aims to maximize geometric accuracy and,
simultaneously, is straightforward regarding the number of
parameters. The main goal is to simplify the surface rep-

resentation from points to a low number of parameters. As
a result, we can reconstruct the shape and transmit quickly,
store it efficiently, and classify it accurately using our rep-
resentation.

A shape is usually defined as all that information, exclud-
ing its location, orientation, and scale [14]. A sound shape
analysis system aims to estimate a finite subset of shapes
(sample) from a population of shapes that best represents
the shape. We propose a representation scheme for sur-
faces, mathematically defined as a smooth manifold with
co-dimension one, embedded in a Euclidean space. The
analysis of shape based on parameters corresponding to a
base shape (sphere in our case) is also an essential tool to
study the relationship between different shapes, such as nor-
mal vs. abnormal anatomy in a medical domain.

As shown in Figure 1, our algorithm receives input from
a 3D point cloud, a user-specified number of spheres (up-
per limit, ms), as well as sampling resolution (mr) in the
polar domain. Both these factors (ms and mr) can be uti-
lized for coarse-to-fine scale representation of the surface
in question. Sphere-based representation of shapes is one
of the fundamental ways to capture 3D shapes. Mapping
3D data onto spheres makes this analysis attractive, as spa-
tial relations can be quickly apprehended, especially when
the viewpoint is rotated. In some sense, (rigid and non-
rigid) motions to 3D data are equivalent to motions to the
spheres. Our proposed shape representation can be obtained
to compactly encode 3D shapes while enabling a descriptive
model of the shape in terms of the number of spheres and
their radii. We also become relevant to works such as [40],
who build patch-based surface CNNs, which our work can
provide through our spheres parametrization. Thus, we pro-
vide compression as well as parametrization, thanks to the
representation by a sphere at each point. We, moreover,
do not need a 3D point cloud in a mesh format. These are
some of the many reasons our method improves over tech-
niques based on mesh simplification strategies [6] or Project
DRACO from google. Draco is a library for compressing
and decompressing 3D geometric meshes and point clouds,
geared towards improving the rendering, storage, and trans-
mission of 3D graphics [1].

As shown in (Figure 2), we first fit the sphere to the sur-
face data; based on the implicit error threshold, we decide
what points to keep (belonging to that particular sphere)
and then use the remaining points to fit the sphere again.
This process is done iteratively until very few points remain
(around .1% of total points.) Each fit generates a set of in-
liers and outliers. We record the position of inliers in the
corresponding sphere’s polar coordinates and call it contact
map or contact image. Thus we will have a set of spheres’
radii and corresponding contact maps representing a given
surface.
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Figure 2. 3D Surface Aggregation in Topology Representation
(SAINT)-based modeling Flowchart.

3.2. 3DSAINT-based shape fitting

Model fitting of the sphere in our approach is an opti-
mization problem, where we search for those parameters of
the sphere that best fits the initial set of points. Our system
utilizes two schemes: random sampling and progressive
sampling. In random sampling, spheres are fit to points that
best minimize the error by random sampling of 3D points.
In progressive sampling, 3D data is divided to contain a set
of bounding volumes (cubes). Each cube contains 3D points
for which spheres are fit, starting with the smallest radius to
the largest radius that fits within the bounding cube. We use
a parameter to govern the number of spheres per cube. We
then end up with a set of sphere centers, radii, and binary
contact maps, which lead to the best agreement between the
selected points and the resultant model. The error of fit as-
sesses this degree of consensus. A lower value indicates a
higher degree of match and is governed by a threshold that
controls the number of points chosen for that fit. We get
a series of contact maps based on the number of spheres
chosen. All the binary contact maps fuse into one, where
a grid location (representing the latitude and longitude of a
sphere) would have the corresponding sphere number. We
have three floating numbers per sphere representing its cen-
ter (x, y, z), one floating number per sphere representing the
radius, and one merged contact map for all the spheres. The
coalesced contact map is a sparse matrix with integer num-
bers (sphere numbers) at various grid locations. The reso-
lution governs the dimension of the contact map one would
like to achieve in modeling the object, thus representing a
multi-resolution representation of the modeled surface.

Although geometric model fitting is fundamental in com-
puter graphics and computer vision, most geometric model-
fitting methods cannot fit an arbitrary geometric model to
incomplete data. Typically, given a point cloud represen-
tation of a shape, prior works estimate the most plausible
primitives to fit sequentially. i.e., a given table is repre-
sented hierarchically by identifying the primitive that fits
the top surface first and then the legs successively [41]. In-

stead, we search for the best sphere at each stage. We can
think of it as querying the model space with our point cloud
data for model parameters. Thus, a tabletop (a plane) is
modeled with a sphere of a sufficiently large radius. A ge-
ometric model is a continuous point set (e.g., a surface),
and a geometric model space is a set of geometric mod-
els. Our geometric model space contains all the possible
spheres with different centers and radii. We thus iteratively
retrieve the desired model from randomly selected initial
points. After each fit, inliers are recorded through sphere
radius, center, and the corresponding contact map.

In Figure 3, we illustrate our modeling process. In this
figure, (i) represents a set of 3D points. In the first itera-
tion of fitting, we fit a sphere to all the red points and the
corresponding polar coordinates are recorded in the contact
map, as shown in (ii). We are left with the remaining points,
as shown in (iii). Our next iteration would fit the sphere to
the blue points and other locations of the contact map had
been turned on, as shown in (iv). The remaining points are
shown in (v), fitted with another sphere, and contact points
are recorded as shown in (vi). The remaining points grad-
ually decrease, as shown in (vii), and finally, the last fit is
made in (vii).

We fit spheres to the entire object for a single object,
whereas for a scene, we partition the input 3D surface data
into regions. We then approximate each region’s geometry
by spheres such that the final squared distance from the 3D
point set to its spheres approximation is minimized. Our
key idea is that instead of using a point cloud to represent
a 3D model, we use patches or discrete points from spheres
to represent a group of points. Furthermore, we empha-
size that local neighborhoods on a sphere may or may not
translate to neighborhoods in 3D. The raw unstructured 3D
points usually lack connectivity to the surfaces they belong
to, which we happen to model using spheres. Each point P
can be re-created back using ρ, θ and ϕ, available for each
point in our contact map(s) (Eq. 1). ρ is the distance from
the pole, ϕ is the angle from the z-axis (colatitude, mea-
sured from 0 to 180 degrees) and θ is the angle from the
x-axis (measured from 0 to 360 degrees).

P (ϕ, θ) = (ρsin(ϕ)cos(θ), ρsin(ϕ)sin(θ), ρcos(ϕ)) (1)

Given the point cloud representing an object (or a scene),
we model it as a union of spheres (S), given as below (Eq.
2):

PObj1 = S11 ∪ S12 ∪ S13 ∪ ... (2)

An object (or a scene) thus is represented as a union of mod-
eled spheres (see Figure 4).

Say we have a scene with three objects and modeled each
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Figure 3. Fitting Procedure: The left column illustrates 3D points; the right column illustrates modeled Spheres, corresponding radii,
centers, and contact maps. (i) the 3D points, (ii) First Sphere fit, (iii) Remaining 3D points, (iv) Second Sphere fit, (v) Remaining points,
(vi) third Sphere fit, (vii) Remaining points, (viii) fourth Sphere fit.

object with three spheres. Then,

PScene1 = PObj1 ∪ PObj2 ∪ Pobj3 =

S11 ∪ S12 ∪ S13 ∪ S21 ∪ S22 ∪ S23 ∪ S31 ∪ S32 ∪ S33

(3)

4. Experiments
4.1. Modeling and Storage

We present our experimental results on diverse 3D data:
face, teeth, and kidney. For the face, we use the Bospho-
rus Database [28], which consists of facial data acquired
using a structured-light-based 3D system. 105 subjects un-
der various poses, expressions, and occlusion conditions are

available, with the total number of face scans being 4666.
The 3DSAINT-based modeling involves setting two main
parameters: the number of spheres to use and the distance
threshold of points from the sphere to consider as a con-
tact (contact distance). Once the contact distance is set
and the number of spheres increased, we can obtain the
3DSAINT-based representations with an increasing number
of 3D points modeled (see Fig. 5). For each set number of
spheres, if the contact distance is varied, we achieve multi-
scale representation of the data being modeled. Fig. 7 rep-
resents three scales of the face achieved using 5, 50, and
200 spheres, respectively. Contact distance is different for
each of the configurations. In this figure, each color within
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Figure 4. Single Object represented as Union of Sphere points.
Each different sphere models regions on the surface with corre-
sponding contact points.

Figure 5. 3DSAINT-based modeling with number of Spheres fit:
10, 20, 50, 100, 200 and 250.

the face corresponds to a particular sphere being contacted
for those points. Finer details are achieved as the number of
spheres used for 3DSAINT-based modeling increases.

Figure 6 consists of CT imaged teeth on the top left,
3DSAINT-based reconstructed teeth as 3D points, and
the original teeth overlayed with 3DSAINT-based recon-
structed 3D teeth points. We can see that 3DSAINT-based
performs a faithful reconstruction of the teeth data. We
further used these results to visualize in a Mixed Reality
setup. SAINT can represent the data using randomly sam-
pled points to fit each iteration for generating inliers/outliers
set (such as in RANSAC) (random method), or done in an
organized way, which we call it progressive method. We di-
vided the 3D space into volumetric regions and fit spheres
from small to large in the progressive method, 25 per cube.
We now describe storage results on both these methods.

Figure 6. Dental 3DSAINT-based result.

Figure 7. 3DSAINT-based faces at increasing scales. Colors rep-
resent each sphere, and spheres are increased from left to right.

Figure 8. 3DSAINT-based face storage in Megabytes.

Figure 9. 3DSAINT-based ScanNet storage result in Megabytes.

One of the main advantages of our 3DSAINT modeling
is its storage efficiency. We have performed numerous ex-
periments on the storage efficiency of the 3DSAINT-based
representation compared to a general compression mecha-
nism. Figure 8 shows our results on the 3D face dataset
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Figure 10. 3DSAINT-based Kidney storage result in Megabytes.

(Bosphorus Database) and Figure 9 shows our results on
the ScanNet data [5]. Figure 10 shows our results on the
kidney dataset, which is from Kidney Tumor Segmenta-
tion (KiTS19) Challenge [9]. The data consists of 210 pa-
tients, where physicians provided manual segmentation la-
bels. The 3D surface of the kidney was created using the
Marching cubes algorithm. It is clear from these figures that
3DSAINT-based representation has considerably decreased
the storage requirements. Note that Gzip of original data
and then Gzip of 3DSAINT-based representation data show
a considerable increase in compression.

Johannes Kepler proposed that the optimum way of
sphere packing as densely as it can be is to pile them as
one would see in a grocery market with oranges or toma-
toes (see Fig. 11(c)). This is popularly termed as Kepler’s
Conjecture [31]. This packing method is better than a regu-
lar grid, such as in 11(a). Thus we use the 3D grid version
of 11(b) to pack spheres in a given object or scene. We
thus divide the entire 3D space into volumetric regions and
initialize spheres at the center of these volume regions. Fig-
ure 11(d) shows one of the original images from ScanNet,
Figure 11(e) shows the residual error with regular packing
and Figure 11(f) shows residual error for hexagonal pack-
ing, clearly showing reduced residual error. Figures 12, 13,
and 14, show the ground truth, our results on random and
progressive versions of our 3DSAINT-based method, on a
sample data respectively. We found little difference except
for a slight pattern in the organized fitted model. In Fig-
ure 15, we present our reconstruction error, where we ob-
tained the average error of all objects in ModelNet40, mod-
eled by 3DSAINT using the Chamfer Distance compared
to the ground truth; the percentage error is reduced as the
contact map resolution is increased.

4.2. Classification, and Structure from Motion

We use 3D SAINT representation for classification to
show improvement to the pointnet++ architecture [25],
RepSurf [27], and PointNeXt [26]; our results are presented
in Figure 16 and Figure 17. We add features from our
3D SAINT representation that includes the sphere center,

Figure 11. Packing Configuration.

Figure 12. Original Scene from ScanNet.

radius, length of the vector projected onto the xy-plane,
and the angle between the projected vector and the x-axis.
The improvement is considerable (ranging from 0.3-0.4) on
ModelNet40 shown in Figure 16, and ScanObjectNN (rang-
ing 0.5-0.6) shown in Figure 17.

We have incorporated our system into Structure from
Motion frameworks, TransDepth [39], AdaBins [2],
P3Depth [22], and SwinV2-B 1K-MIM [37]. The loss func-
tion in these frameworks are modified using the 3DSAINT
loss, incorporating the distance from the spheres modeled.
As seen in Figure 18, the reconstruction error is decreased
by using our method.

5. Conclusions
There is considerable interest in compressed and com-

pact representation for storing and retrieving effective 3D
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Figure 13. Reconstruction of the Scene based on Random
3DSAINT.

Figure 14. Reconstruction of the Scene based on Progressive
3DSAINT.

content generated by modern 3D sensors. In this paper,
we approximate shapes with simple geometric primitives,
spheres. We aim to represent the input 3D object with few
parameters for efficient storage, transmission, and recogni-
tion. As a result, our storage is reduced considerably, which
contains sphere radii, centers, and a unified contact map.
We utilize a contact map array to record the region of shape
that is close to each sphere and use sparse representation
for this. Our method successfully represents the input shape
with spheres with minimal input parameters. Our storage is
one-third of what a standard compression scheme obtains.
Also, Spherical-based representation encodes 3D data such

Figure 15. Reconstruction Error with contact map resolution.

Figure 16. 3DSAINT-based Classification Improvement on Mod-
elNet40.

Figure 17. 3DSAINT-based Classification Improvement on
ScanObjectNN.

Figure 18. Structure from Motion improvement results.

that it is hard to decode the data without knowing some
crucial parameters, thus protecting the 3D point data from
Cyberattack. Our method facilitates multi-scale representa-
tion, which will be helpful for many tasks in Mixed Reality
and computer vision.
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Franklin. Using mixed reality for the visualization and
dissemination of complex 3d models in geosciencesm-
dash;application to the montserrat massif (spain). Geo-
sciences, 12(10), 2022. 1

[13] Michael Kazhdan, Thomas Funkhouser, and Szymon
Rusinkiewicz. Rotation invariant spherical harmonic rep-
resentation of 3d shape descriptors. In Proceedings of the

2003 Eurographics/ACM SIGGRAPH Symposium on Geom-
etry Processing, SGP ’03, pages 156–164, Aire-la-Ville,
Switzerland, Switzerland, 2003. Eurographics Association.
2

[14] D. G. Kendall. Shape and Shape Theory. Wiley, 1999. 3
[15] Leonid Keselman, John Iselin Woodfill, Anders Grunnet-

Jepsen, and Achintya Bhowmik. Intel realsense stereoscopic
depth cameras. CoRR, abs/1705.05548, 2017. 2

[16] Keith Kirkpatrick. 3d sensors provide security, better games.
Communications of the ACM, 61:15–17, 05 2018. 1

[17] Robert L. Larkins, Michael J. Cree, and Adrian A. Dorring-
ton. Analysis of binning of normals for spherical harmonic
cross-correlation. In Atilla M. Baskurt and Robert Sitnik, ed-
itors, Three-Dimensional Image Processing (3DIP) and Ap-
plications II. SPIE, feb 2012. 2

[18] A. Makadia, A. Patterson, and K. Daniilidis. Fully automatic
registration of 3d point clouds. In 2006 IEEE Computer Soci-
ety Conference on Computer Vision and Pattern Recognition
(CVPR’06), volume 1, pages 1297–1304, June 2006. 2

[19] Ben Mildenhall, Pratul P Srinivasan, Matthew Tancik,
Jonathan T Barron, Ravi Ramamoorthi, and Ren Ng. Nerf:
Representing scenes as neural radiance fields for view syn-
thesis. Communications of the ACM, 65(1):99–106, 2021.
2

[20] Francisco-Angel Moreno, José-Antonio Merchán-Baeza,
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