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The supplementary material is structured as follows:

• Qualitative results (Sec. 1): a short video is avail-
able as additional material (OO dMVMT.mp4, refer to
Sec. 1 for the download link). This section represents
an in-depth look at what is shown in the video, and
can be read before or after watching it. Also, a short
video of the alpha version of the Hololens2 real-time
demo is available at the same link. The demo will be
further improved in the user experience and released
upon acceptance;

• Extensive results on SHREC’22 (Sec. 2): we
present additional results on the SHREC’22 bench-
mark. Specifically, disaggregated results (per gesture
class) in terms of Detection Rate (DR), False Positives
(FP) and Jaccard Index (JI) will be presented in Tab. 1,
Tab. 2 and Tab. 3, respectively. In Sec. 2.1 we explore
the performance in terms of False Positives. In Sec. 2.2
we will give supplementary results w.r.t. Minimum
Overlap Ratio. Finally, in Sec. 2.3 we investigate the
impact of different values for W , as an additional ab-
lation study.

• Extensive results on SHREC’19 (Sec. 3): some addi-
tional results on SHREC’19 will be presented. In par-
ticular, Tab. 4 and Tab. 5 show the Detection Rate and
False Positive scores per class, respectively. In Sec. 3.1
we study the results in terms of Detection Rate per
class on SHREC’19. In Sec. 3.2 we present the false
positives for each model, again divided by class.

1. Qualitative results
At the link https://tinyurl.com/oomvmt2023, two videos

are available. In the video file OO dMVMT.mp4 we primar-
*The authors contributed equally to this paper

ily want to show how the online scenario for 3D gesture
classification works in practice, and how our method per-
forms. In a genuine human-computer interaction session,
gestures are fast, heterogeneous, and interleaved with noisy
natural movements (namely non-gestures). The SHREC’22
benchmark mirrors perfectly these conditions: it is largely
composed of non-gestures, consisting of random poses
or/and trajectories that may resemble in some cases ges-
tures contained in the dictionary. This makes the classifi-
cation task definitely hard. In the sequences in which only
OO-dMVMT is reported, the idea is to communicate the
responsiveness of our approach. In the other sequences,
we show our approach with another comparative method,
to highlight specific advantages of OO-dMVMT w.r.t. the
state of the art.

The video file RealtimeDemo v0.1 LAB.mp4
shows a short video of the first version of the online demo.
In the middle of the video, it is possible to notice that there
is still some uncertainty between the GRAB gesture and
PINCH gesture in the initial movements. In this video, the
demo software was under development, and an improved
version in terms of user experience and response time will
be developed.

2. Extensive results on SHREC’22
In this section, we present additional results on the

SHREC’22 [4] dataset. For a tabular view of the data, the
per-gesture Detection Rates are in Tab. 1, the False Positive
Rates per gesture are shown in Tab. 2, while Tab. 3 reports
the Jaccard Index results per gesture class. Also, the confu-
sion matrix of our method and the best-performing compar-
ative method DDNet [10] are shown in Fig. 1 and Fig. 2. As
expected, dynamic gestures, characterized by long trajec-
tories sharing similar sub-parts can be confused with each
other, and fine-grained dynamic gestures with similar fea-
tures like PINCH and GRAB are sometimes interchanged.

1



ON
E

TW
O

TH
RE

E
FO

UR OK
M

EN
U

LE
FT

RI
GH

T
CI

RC
LE V

CR
OS

S
GR

AB
PI

NC
H

DE
NY

W
AV

E
KN

OB
No

n-
Ge

st
ur

e
Predicted label

ONE
TWO

THREE
FOUR

OK
MENU
LEFT

RIGHT
CIRCLE

V
CROSS
GRAB
PINCH
DENY
WAVE
KNOB

Non-Gesture

Tr
ue

 la
be

l

Figure 1. Confusion matrix (log scale color map) of OO-dMVMT
on SHREC’22
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Figure 2. Confusion matrix (log scale color map) of DDNet [10]
on SHREC’22

The fact that the labels of a subset of static gestures (TWO,
THREE, FOUR, MENU) are also sometimes switched be-
tween them suggests that the descriptors of hand pose can
still be improved. In any case, our method results in a lower
number of wrong labels.

2.1. False Positive Rate

In Tab. 2 the False Positive Rates for each model are
shown (lower is better). When paired with the detection
rates in Tab. 1, this data shows how, even though we are
achieving state-of-the-art results globally, specific actions
have other methods as the best-performing ones.

In particular, in detection rate we have a big advantage
w.r.t. the other approaches with the DENY, PINCH, and
CROSS gestures. On the other side, for False Positive Rate,

Figure 3. Detection Rate (↑) as a function of MOR on SHREC’22.
Higher is better. Only the five best methods for DR (with code
available) are shown for clarity

Figure 4. False Positive Rate (↓) as a function of MOR on
SHREC’22. Lower is better. Only the five best methods for FP
(with code available) are shown for clarity

we tend to have good scores for all the gestures, even though
we don’t have the absolute best in some classes such as CIR-
CLE, PINCH, and KNOB.

2.2. Minimum Overlap Ratio

Fig. 3 and Fig. 4 show, respectively, the DR and FP as
a function of the Minimum Overlap Ratio (MOR). As ex-
plained in the main paper, the MOR parameter ranges from
0 to 1, where 1 enforces a complete overlap (on the time
dimension) of the detected gesture with the Ground Truth
one, while 0 completely removes this temporal constraint.
The results shown in these plots are consistent with the one
shown in the main paper (Jaccard Index as function of the
MOR, Fig. 4), showing an interesting fact: whereas the task
is easier (i.e. setting a low overlap ratio) we are significantly
better than all the competitors in both the DR and FP scores.
When MOR increases, we become similar to the behavior
of the best-considered comparative methods.

2.3. The impact of W

As an additional ablation study on SHREC’22, we tested
OO-dMVMT using different values for W , thus changing



Table 1. Detection Rate (↑) per gesture on SHREC’22. Higher is better. We underline the cases in which OO-dMVMT is the second best
result.

Model ONE TWO THREE FOUR OK MENU LEFT RIGHT CIRCLE V CROSS GRAB PINCH DENY WAVE KNOB AVG

2ST-GCN 5F [4] 0.92 0.83 0.75 0.86 0.69 0.72 0.39 0.31 0.89 0.58 0.69 0.78 0.81 0.89 0.83 0.83 0.74
Causal TCN [4] 0.92 0.83 0.75 0.89 0.69 0.72 0.39 0.31 0.89 0.58 0.69 0.78 0.81 0.89 0.83 0.83 0.80
TN-FSM+JD [4] 0.97 0.78 0.56 0.47 0.56 0.89 0.69 0.72 0.92 0.89 0.81 0.86 0.78 0.86 0.69 0.89 0.77
Stronger [4] 0.92 0.72 0.86 0.75 0.75 0.97 0.67 0.94 0.72 0.94 0.03 0.64 0.86 0.78 0.36 0.58 0.72
DG-STA [3] 0.67 0.61 0.56 0.56 0.47 0.33 0.56 0.47 0.31 0.17 0.72 0.50 0.33 0.78 0.44 0.72 0.51
SeS-GCN [7] 0.75 0.61 0.56 0.64 0.50 0.86 0.67 0.53 0.36 0.58 0.69 0.50 0.39 0.81 0.72 0.72 0.60
DDNet [10] 1.00 0.97 0.92 0.72 1.00 0.94 1.00 0.97 0.94 0.86 0.81 0.72 0.86 0.89 0.78 0.97 0.88
MS-G3D [5] 0.78 0.69 0.64 0.64 0.64 0.86 0.64 0.78 0.69 0.72 0.64 0.39 0.67 0.78 0.72 0.86 0.68
PSUMNET [9] 0.61 0.94 0.69 0.61 0.64 0.47 0.67 0.75 0.75 0.50 0.58 0.39 0.44 0.81 0.67 0.72 0.62
DeepGru [6] 0.28 0.31 0.28 0.14 0.08 0.19 0.56 0.33 0.44 0.56 0.39 0.22 0.06 0.22 0.19 0.31 0.26
DSTA [8] 0.94 0.83 0.81 0.64 0.78 0.83 0.75 0.72 0.61 0.53 0.81 0.58 0.75 0.83 0.75 0.75 0.73

OO-dMVMT 1.00 0.97 0.97 0.86 1.00 0.92 0.97 0.97 0.89 0.83 0.89 0.81 0.92 0.97 0.70 1.00 0.92

Table 2. False Positive Rate (↓) per gesture on SHREC’22. Lower is better. We underline the cases in which OO-dMVMT is the second
best result.

Model ONE TWO THREE FOUR OK MENU LEFT RIGHT CIRCLE V CROSS GRAB PINCH DENY WAVE KNOB AVG

2ST-GCN 5F [4] 0.22 0.08 0.19 0.14 0.22 0.25 0.47 0.47 0.08 0.31 0.19 0.19 0.28 0.17 0.28 0.19 0.23
Causal TCN [4] 0.00 0.00 0.00 0.06 0.00 0.00 0.19 0.31 0.47 0.11 1.25 0.22 0.11 0.03 0.11 1.22 0.29
TN-FSM+JD [4] 0.08 0.00 0.00 0.06 0.03 0.08 0.25 0.53 0.44 0.42 0.06 0.28 0.19 0.06 0.06 0.39 0.23
Stronger [4] 0.03 0.00 0.00 0.06 0.08 0.03 1.64 0.17 0.75 0.47 0.00 0.36 0.14 0.06 0.61 0.89 0.34
DG-STA [3] 0.06 0.19 0.17 0.03 0.06 0.03 0.19 0.17 0.42 0.44 1.64 0.31 0.25 0.33 0.06 0.64 0.32
SeS-GCN [7] 0.06 0.03 0.00 0.06 0.03 0.03 0.14 0.14 0.14 0.25 0.39 0.31 0.11 0.11 0.03 0.44 0.16
DDNet [10] 0.03 0.00 0.03 0.06 0.03 0.19 0.06 0.06 0.25 0.14 0.11 0.56 0.28 0.00 0.08 0.00 0.16
MS-G3D [5] 0.00 0.00 0.00 0.08 0.03 0.06 0.08 0.36 0.31 0.69 0.28 0.25 0.40 0.19 0.00 0.25 0.21
PSUMNET [9] 0.06 0.03 0.11 0.03 0.03 0.00 0.06 0.11 0.56 0.75 0.28 0.19 0.50 0.03 0.03 0.56 0.24
DeepGru [6] 0.00 0.06 0.14 0.00 0.00 0.03 0.03 0.06 0.58 1.83 0.31 0.19 0.06 0.14 0.33 0.42 0.25
DSTA [8] 0.03 0.03 0.11 0.06 0.06 0.03 0.14 0.11 0.50 0.36 0.44 0.14 0.53 0.03 0.22 0.50 0.24

OO-dMVMT 0.00 0.00 0.02 0.05 0.02 0.02 0.11 0.02 0.25 0.00 0.19 0.14 0.33 0.00 0.02 0.33 0.09

the number of frames that our model had access to while
making its decision. The study has been conducted by split-
ting the SHREC’22 train set into a train and validation set,
by uniform sampling with the following proportions: 80%
train, 20% validation. We show the results in Fig. 5, Fig. 6
and Fig. 7, where curves are presented for Detection Rate,
False Positives and Jaccard Index respectively. We can no-
tice how, with W = 30, OO-dMVMT performs better than
the reported results in the main paper, which have been ob-
tained with W = 16. However, due to the post-processing
step applied to the results (see Sec.3 of main paper), a
longer window would result in a longer delay after which
we provide the output of the classification. In other words,
W = 16 has been individuated as an optimal compromise
to provide good performance on all the possible figures of
merit.

A small W sharply reduces all the scores. This is natu-
rally expected, since longer gestures like CIRCLE, DENY
and others require longer windows.

3. Extensive results on SHREC’19
In this section, we deepen the analysis on the SHREC’19

[1] benchmark, with results left out of the main paper for the

Figure 5. Detection Rate (↑) of OO-dMVMT as a function of the
window size W on SHREC’22. Higher is better.

sake of space.

3.1. Detection Rate

In Fig. 8 and Tab. 4 we show the detection rates per ges-
ture obtained with all the classification models with publicly
available code, trained with the same protocol followed in
the main paper.

While OO-dMVMT is suboptimal in some gestures



Table 3. Jaccard Index (↑) per gesture on SHREC’22. Higher is better. We underline the cases in which OO-dMVMT is the second best
result.

Model ONE TWO THREE FOUR OK MENU LEFT RIGHT CIRCLE V CROSS GRAB PINCH DENY WAVE KNOB AVG

2ST-GCN 5F [4] 0.75 0.77 0.63 0.76 0.57 0.58 0.26 0.21 0.82 0.45 0.58 0.65 0.63 0.76 0.67 0.70 0.61
Causal TCN [4] 0.97 0.97 0.94 0.89 0.97 0.94 0.58 0.40 0.31 0.21 0.39 0.62 0.83 0.78 0.55 0.44 0.68
TN-FSM+JD [4] 0.88 0.70 0.50 0.40 0.48 0.82 0.53 0.46 0.63 0.63 0.76 0.65 0.64 0.82 0.63 0.60 0.63
Stronger [4] 0.89 0.72 0.86 0.71 0.69 0.95 0.25 0.81 0.40 0.64 0.03 0.45 0.76 0.74 0.22 0.31 0.59
DG-STA [3] 0.63 0.51 0.48 0.54 0.45 0.32 0.47 0.40 0.22 0.12 0.27 0.38 0.27 0.58 0.42 0.44 0.40
SeS-GCN [7] 0.71 0.59 0.56 0.61 0.49 0.84 0.59 0.46 0.32 0.47 0.50 0.38 0.35 0.73 0.70 0.50 0.53
DDNet [10] 0.97 0.97 0.89 0.68 0.97 0.79 0.95 0.92 0.76 0.76 0.73 0.46 0.67 0.89 0.72 0.97 0.78
MS-G3D [5] 0.78 0.69 0.64 0.59 0.62 0.82 0.59 0.57 0.53 0.43 0.50 0.31 0.48 0.65 0.72 0.69 0.57
PSUMNET [9] 0.58 0.92 0.63 0.59 0.62 0.47 0.63 0.68 0.48 0.29 0.46 0.33 0.30 0.78 0.65 0.46 0.52
DeepGru [6] 0.28 0.29 0.24 0.14 0.08 0.19 0.54 0.32 0.28 0.20 0.30 0.19 0.05 0.20 0.15 0.22 0.21
DSTA [8] 0.92 0.81 0.73 0.61 0.74 0.81 0.66 0.65 0.41 0.39 0.56 0.51 0.49 0.81 0.61 0.50 0.61

OO-dMVMT 1.00 0.97 0.94 0.81 0.97 0.89 0.87 0.94 0.71 0.83 0.74 0.71 0.69 0.97 0.67 0.75 0.85

Figure 6. False Positive Rate (↓) of OO-dMVMT as a function of
the window size W on SHREC’22. Lower is better.

Figure 7. Jaccard Index (↑) of OO-dMVMT as a function of the
window size W on SHREC’22. Higher is better.

(SQUARE, CARET, and V-MARK), it obtains the best per-
formances on CIRCLE and CROSS. In particular, the latter
clearly outperforms all the other methods. This is likely
due to the disambiguation of potentially similar trajectory
subparts provided by the regression tasks focusing on the
detection of gestures’ start and end. As shown in the ab-
lation study in Sec. 4.4.1 of the main paper, the regression
heads help OO-dMVMT focus on the difference between
non-gesture and the start/end of a gesture, resulting in a

Figure 8. Detection Rate (↑) per class on SHREC’19. Higher is
better. Only the best five methods are shown for clarity.

stronger detection (and classification) performance.

Table 4. Detection Rate (↑) per gesture on SHREC’19. Higher is
better. We underline the cases in which OO-dMVMT is the second
best result.

Model SQUARE CROSS CARET CIRCLE V-MARK AVG

SW 3-cent [2] 0.74 0.78 0.89 0.48 0.89 0.76
uDeepGRU [1] 0.96 0.81 0.96 0.74 0.78 0.85
DG-STA [3] 0.81 0.96 0.77 0.81 0.67 0.81
SeS-GCN [7] 0.81 0.93 0.85 0.41 0.78 0.75
DDNet [10] 0.74 0.96 0.96 0.70 0.74 0.82
MS-G3D [5] 0.74 0.93 0.77 0.30 0.74 0.69
PSUMNET [9] 0.70 0.85 0.69 0.30 0.67 0.64
DSTA [8] 0.81 0.89 0.88 0.63 0.81 0.81

OO-dMVMT 0.81 1.00 0.88 0.82 0.85 0.88

3.2. False Positive Rate

In Fig. 9 and Tab. 5, we show the number of false posi-
tives (per class, lower is better) for each model whose code
was available. Since the dictionary of SHREC’19 is com-
posed of gestures of a single type (which would be classi-
fied as ”dynamic” in SHREC’22), this figure differs from
Fig. 5 of the main paper, as the stacked elements here rep-



Table 5. False Positive Rate (↓) per gesture on SHREC’19. Lower
is better. Missing values (not reported in the original bench-
mark [1]) are shown as (–). We underline the cases in which
OO-dMVMT is the second best result.

Model SQUARE CROSS CARET CIRCLE V-MARK AVG

SW 3-cent [2] – – – – – 0.19
uDeepGRU [1] – – – – – 0.10
DG-STA [3] 0.11 0.00 0.04 0.07 0.11 0.07
SeS-GCN [7] 0.11 0.04 0.00 0.33 0.11 0.12
DDNet [10] 0.22 0.00 0.04 0.15 0.07 0.10
MS-G3D [5] 0.19 0.07 0.15 0.63 0.19 0.25
PSUMNET [9] 0.19 0.04 0.15 0.56 0.19 0.22
DSTA [8] 0.11 0.04 0.00 0.19 0.07 0.08

OO-dMVMT 0.11 0.00 0.03 0.07 0.03 0.05

Figure 9. False Positives (↓) per class on SHREC’19. Lower is
better.

resent classes instead of gesture types. The performance of
OO-dMVMT is far better than the other approaches, espe-
cially in the V-MARK class.
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