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Abstract

Recently, the task of contactless physiological signal
monitoring based on deep learning technologies has at-
tracted a large number of scholars. However, few studies fo-
cus on the application of real-world scenarios, especially in
clinical medicine scenes. In this paper, a novel video-based
contactless respiratory rate measurement algorithm is de-
veloped for the Intensive Care Unit (ICU) patients. Firstly,
a large-scale clinical real-world database towards ICU pa-
tient is collected in this study. Then, based on the dataset,
the unsupervised learning is first introduced to extract the
respiration waveform from the chest area of patients. Lastly,
a respiratory rate estimator based on neural networks is
proposed and trained on a periodical physiological signal
simulation dataset, and utilizes the transfer learning tech-
nique to extract the respiratory rate from only 10-second
respiration waveform. We obtained estimated respiratory
rate with an MAE of 2.8 breaths/min and an STD of 3.0
breaths/min against the reference value computed from the
specialized medical device. Extensive experiments demon-
strate that our proposed methods achieve competitive re-
sults over state-of-the-art (SOTA) method in the real-world
scenario.

1. Introduction

Whether in the hospital or in daily life, the accurate mea-
surement of physiological parameters is of vital importance,
which can help monitor the health conditions of humans

such as in the COVID-19 pandemic and its post pandemic.
Among all physiological parameters, the respiratory rate
(RR) is one of the most critical parameters, which is not
only essential to the respiratory system but also a key indi-
cator of a severe disorder in many body systems. In clini-
cal scenarios, an abnormal value of RR can indicate some
respiratory problems directly related to the lungs and unan-
ticipated intensive care unit admission [6]. For example,
patients with their lungs infected by the COVID-19 virus
will breathe significantly faster, which means they are more
likely to need hospital treatment [8, 9].

Broadly speaking, the theory of measuring respiratory
rate is based on the movement of the chest area during con-
traction and relaxation. Physicians sometimes make a rough
estimation of the respiratory rate of patients referring to the
movement of the chest area.

To be more precise, the basic principle of RR measure-
ment by the commonly used clinical vital sign monitors is
the theory of thoracic impedance. When two electrodes are
attached to the chest area of subjects, the contraction and
relaxation of the abdominal and intercostal muscles cause
changes in the body’s electrical resistance, thus monitor-
ing the RR waveform. However, this contact-based method
might have a variety of disadvantages. Firstly, it is observed
that the measurement procedure of RR in clinical settings
is complicated, requiring specialized personnel to handle
it. Secondly, considering public health factors, the sensor
probes must be strictly sterilized before each use. More-
over, the contact of the sensor might cause irritation to some
patients whose skin is fragile [10] and increase the chance
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of cross-infection during the COVID-19 pandemic.
The contactless technique for measuring RR can provide

an appropriate solution to the thorny problems mentioned
above. The non-contact RR measurement system just needs
a RGB camera and can realize long-term as well as user-
friendly monitoring. The video-based method is also based
on the movement of the chest area of subjects, but it is un-
necessary to access the skin of chest, which can protect pri-
vacy. In most cases, RR is capable to be detected when
the subject are wearing heavy clothes or even covered with
a quilt. Jorge et al. [15], Chen et al. [5] and Massaroni et
al. [21] [18] [20] estimated RR by analyzing the intensity of
reflected light, while Alinovi et al. [1] , Antognoli et al. [2]
and Brieva et al. [3] used the motion-based method to mea-
sure RR. They mostly focused on testing their method in
the laboratory scenario, which is rather different from a real
medical situation.

Janssen et al. [14] and Rossol et al. [22] tested their algo-
rithms in the Neonatal Intensive Care Unit (NICU) scenario.
However, the number of subjects recruited in the two papers
is too small as only two newborns in NICU were tested. Re-
cently, the RR monitoring algorithm based on deep learning
have developed rapidly. Preterm infants in NICU [25] and
post-operative patients in ICU [16] have been tested respec-
tively. Both of the experiments require 30s video frames to
compute RR. When it comes to the size of datasets, only 15
patients were involved in the validation studies in [16].

In recent years, lots of studies have demonstrated that
deep learning technologies can be devoted to the video-
based physiological signal measurement [11–13,26]. How-
ever, the majority of those researches focus on healthy sub-
jects in the laboratory environment, and there are still many
great challenges to accelerate the application of video-based
vital sign monitoring technology in some real-world sce-
narios, especially in medical scenes. Besides, it is impor-
tant to efficiently train supervised learning algorithms with
synchronized information between the video sequence and
physiological signals, both of which are hard to be syn-
chronous, in that the golden standard of physiological in-
formation is even missing due to the movement of subject
or other exceptional situation in the monitoring. For these
reasons, a real-world clinical ICU patient database, devoted
to the contactless monitoring of vital signs based on videos,
is collected in Taichung Veterans General Hospital, Taiwan,
and the unsupervised method is introduced to this clinical
study of contactless RR monitoring.

In this paper, we have done extensive clinical experi-
ments on ICU patient dataset using the contactless method.
Since there has been no public ICU dataset which can be
used to measure RR remotely, we collected data in the ICU
wards of a hospital and built a database ourselves. Further-
more, the deep learning network was introduced to improve
the robustness of our algorithm. Our method can be divided

into two components: respiratory signal extractor and RR
estimator, which are trained separately. We adopted the un-
supervised learning method to train the first part of our net-
work, and tested the deep learning model on our test dataset.
Compared with the ground truth value of RR, our method
can achieve the high accuracy and can be applied to the real
clinical scenario.

In summary, the contributions of this paper are mainly
listed as follows:

• In this study, a real-world large-scale dataset is col-
lected for the task of contactless vital signs monitor-
ing for ICU patients, in which 405 patients are in-
volved and the physiological parameters such as heart
rate (HR), respiration rate (RR), electrocardiogram
(ECG), blood pressure (BP) and blood oxygen satu-
ration (SpO2) are included.

• To the best of our knowledge, it is the first time that
unsupervised learning method has been introduced for
the task of video-based contactless respiration wave-
form extraction in ICU. Moreover, the respiratory rate
estimator, a lightweight time series neural network,
which only requires 10-second respiration waveform,
is proposed to estimate RR value.

• The extensive experiments demonstrate that the un-
supervised learning and RR estimator models show
a high accuracy and robustness on the ICU patient
dataset. It means a stride in the application of con-
tactless methods in real-world clinical scenarios.

2. Subjects and Data
Most of the existing public datasets were collected in

laboratory scenarios, excluding those where the chest wall
area of patients is hidden. To do clinical experiments in the
real world, we collected a large quantity of data including
videos and the ground truth of physiological parameters in
the Taichung Veterans General Hospital of Taiwan and built
our own dataset. The overview of the dataset is presented in
Table 1.

2.1. Subjects

The subjects of our experiments were all from ICU wards
in the hospital of Taiwan. We have collected about 405 data
in total, from July, 2022 to February, 2023. And the con-
tinuing process of data acquisition is scheduled to end until
June, 2023. There were 152 female patients, accounting for
37.53%, and 253 male patients, accounting for 62.47%, the
average age of whom was 67.82. We have obtained the per-
mission of the ICU patients in our dataset. To protect their
privacy, we will do some mosaic processing when present-
ing the data.
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(a) The scene of an ICU ward where we collected data. (b) The interface of the video recording.

Figure 1. The overview of data collection. In (a), an ICU patient was lying in the sickbed. The monitoring device BROADSIMS TeleTouch
and the computer connected to a camera were collecting data. In (b), the captured video footage is shown. The level of facial expression,
body movements, RASS and so on can be adjusted.

Table 1. The overview of our clinical ICU patient dataset.

Descriptions Values

Total number of patients 405
Total length of videos (hour) 67.5

Gender(Females/Males) 152/253(37.53%/62.47%)
Average age (year) 67.82

Number of video clips of each patient 1-4
Number of text files ≈ 300

ECG sampling rate (Hz) 500
RR sampling rate (Hz) 500

Number of training data 103
Number of test data 44

RASS ≤ 0

2.2. Data Collection

The scene of an ICU ward where we collected data is
shown in Figure 1a. In the process of data collection, a cam-
era was held over the sickbed and maintained an overlook-
ing angle. Since there was no special requirements, patients
could just lie in bed and breathe spontaneously. The inter-
face of the video recording is shown in Figure 1b. In this
video, the patient was sleeping peacefully, so the parame-
ter Richmond Agitation-Sedation Scale (RASS) [7] was set
to 0. The chest area of patients should keep intact despite
the connected monitoring instruments. The resolution of all
videos is 1440×1080 or 1280×720 pixels. The frame rate of
videos is set to 30 fps. For each patient, 1-4 video clips were
collected and the total duration was around 10 minutes.

Simultaneously, we have collected the ground truth of
physiological parameters using the professional monitoring
equipment BROADSIMS TeleTouch. The data recording
device can measure ECG, RR, non-invasive blood pressure
(NIBP), SpO2 and pulse rate (PR) in real time, and output

the data to the computer. Therefore, our ICU patient dataset
can be used not only to measure RR, but also to complete
the estimation task of HR, SpO2 and other physiological
parameters. Specific to the RR estimation in this paper, the
sampling rate of RR is set to 500 Hz and the measurement
accuracy can achieve ±2%.

3. Method
Our proposed method consists of respiratory signal ex-

tractor and RR estimator, which forms a multitask pipeline
to estimate respiratory signals and RR simultaneously. The
two components are trained in different ways, the first men-
tioned of which is trained on our ICU patient dataset in an
unsupervised way while the second is trained on a simula-
tion dataset based on supervised learning.

3.1. Data Preprocessing

For respiratory signal extractor, the videos should be pro-
cessed to regions of interest (ROIs) of the same size and
time length. For RR estimator, a large simulation dataset in-
cluding three different signals should be generated for train-
ing.

3.1.1 ROI Selecting

Except for the videos of which the recorded thoracic area
is incomplete, the level of RASS is greater than zero or the
light in the ward is unstable, the proper data for RR estima-
tion are selected from the ICU patient dataset. The number
of training and test data is 103 and 44, respectively. For ev-
ery video, ROI selecting is an essential procedure. Since the
periodic change in the thoracic area is most obvious during
respiration, we select the chest wall area of the patients as
the ROI. Due to the occlusion of the medical devices, it is
troublesome to apply the algorithm that automatically iden-
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Figure 2. A selected ROI sample of an ICU patient. The blue box
denotes the ROI we label manually, and the red spots denote the
feature points of KLT tracking algorithm.

tifies the thorax region. Since the problem is not what we
really focus on, we label the bounding box of ROI manu-
ally. A selected ROI sample of the patient in ICU is shown
in Figure 2. The ROI is labeled only in the first frame of
each video, and the KLT tracking algorithm [23] is used to
track and extract the ROIs in the subsequent frames.

For each patient video, 1800 consecutive frames are se-
lected, adding to one minute. The ROIs are resized to
128×128 uniformly in order to be input into the neural net-
work. Furthermore, the real values of RR are read from the
text files. The two kinds of information are saved to one h5
file, which facilitates the repeated reading of data.

3.1.2 Simulation Dataset for RR Estimator

To train the RR estimator more efficiently, we use built-in
functions in neurokit2 [17] to generate three kinds of peri-
odic signals of morphology. To ensure the diversity of the
training data, we generate not only Respiratory (RSP) sig-
nals, but also Photoplethysmography (PPG) signals as well
as the standard sinusoidal signals. The three kinds of simu-
lation signals are shown in Figure 3.

For RSP and PPG, the sampling rate is set to 120 Hz.
Then, the signals are downsampled, reducing the sampling
rate to 30 Hz. The duration of every sample is 60s, which
means 1800 frames in total. The data are sliced in order to
diversify the phase. For each sample, the slicing length is
fixed to 500 frames. The beginning location of the slicing
operation is random. In addition, the motion amplitude for
PPG is set as a nonzero value to simulate the inhomoge-
neous amplitude in the real breathing process. For the stan-
dard sinusoidal signals, different frequencies and phases are
set. The detailed parameters of the three kinds of simulation
signals are illustrated in Table 2.

Each kind of signal is generated in equal amounts and
concatenated to a larger matrix. Each sample corresponds

(a) RSP signal.

(b) PPG signal.

(c) Sinusoidal signal.

Figure 3. A random sample of the three kinds of morphological
signals. 20k samples of the signals are generated respectively for
training RR estimator and 4k are generated respectively for vali-
dation.

Respiratory 

Signal Extractor
RR Estimator

Respiration 

Waveform
ROIs

128×128×3 PSD RR value

RR value

Figure 4. The overall architecture of our deep neural network. It
consists of respiratory signal extractor and RR estimator.

to a label, used for the supervised learning of the RR estima-
tor. For training, 20k samples of RSP, PPG and sinusoidal
signals are generated respectively. For validation, 4k sam-
ples of each kind of signal are generated respectively.

3.2. Architecture of Deep Neural Network

Based on the ICU patient dataset, we propose an effi-
cient deep neural network. It consists of two components:
respiratory signal extractor and RR estimator. The overall
architecture of the network is depicted as Figure 4. It can
be regarded as a versatile pipeline, which can estimate res-
piratory waveforms and RR values.

3.2.1 Respiratory Signal Extractor
The architecture of the respiratory signal extractor is in-
spired from Contrast-Phys [24]. Due to the similarity of
the principle of RR and HR estimation, minor changes are
made to the original model. As shown in Figure 5a, chest
ROI frames of a pair of videos are fed into the same 3D-
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Table 2. The detailed parameters of the three kinds of simulation signals.

Signal Duration (s) Sampling rate (Hz) Range (bpm) Noise Slicing length Motion amplitude

RSP 60 120 10-30 0.01 500 -
PPG 60 120 40-150 0.01 500 0.1-1
SIN 60 120 10-150 0 500 -

Spatial and 

Temporal Sampler

Spatial and 

Temporal Sampler

...
...

...
...

Attract

Attract

Repel

PSDrespiration waveform

3D-CNN

3D-CNN

ST-RSP block

ST-RSP block

ROIs

ROIs

time

S1

Sn

F1

Fn

F1'

S1'

Sn'

Fn'

Contrastive  

Loss

(a) The architecture of the respiratory signal extractor.

 Rearrange

Input

(1,1,1800)

CONV_1D

3×3

CONV_1D

3×3
LSTM_1 LSTM_2 LSTM_3 Dense Layer

“b c t → b t c”

1 32 6464 128 64 32 1

Output

RR value

(b) The architecture of the RR estimator.

Figure 5. The two components of our method. In (a), a pair of ROIs are input to the 3D-CNN. Different respiration waveforms and PSDs
are generated to calculate loss for unsupervised learning. In (b), the input of RR estimator is respiration waveform, and the output is RR
value.

CNN block. Next, ST-RSP blocks which follows [24] are
generated, which is a collection of respiratory signals in
spatio-temporal dimensions. Then, respiratory signals are
sampled both in spatial and temporal positions to generate
multiple samples. Denote the width and height of the ROI
frames as w and h. For spatial sampling, we express the
respiratory signal clip as S(·, h, w). For temporal sampling,
we express the signal clip as S(t → t + ∆t, h, w), where t
and ∆t denote the start time and the duration of the sample,
respectively.

The respiratory signals are converted to Power Spectral
Density (PSD) subsequently in order to compute loss in the
frequency domain. The PSDs from the same ROI video are
attracted, while those from different videos are repelled. To

gain the dynamic performance of the respiration and higher
accuracy, the extracted respiratory signals are input to the
following RR estimator.

3.2.2 RR Estimator

The overview of the RR estimator of our network is pre-
sented in Figure 5b. It is composed of two 1D convolutional
layers, three Long Short Term Memory (LSTM) layers and
one linear layer. The respiration waveform is input into the
estimator, and the model predicts the numerical value of RR
as the output. The respiration array should be rearranged
before it is input into LSTM layer, or mistakes will take
place. The convolution operation is employed not only to
extract the features of the input sequence, but also to reduce
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the number of parameters. The LSTM layer is used to han-
dle the problems of long distance dependence and gradient
vanishing or explosion. The linear layer at the end of the
neural network is used to map the feature channels to the
proper one.

The respiration waveform is an 1D array in essence,
which can be expressed as SRSP = array(T, ), where T
denotes the frames of ROIs. In our experiments, the length
of all respiratory signal sequences is 1800. The estimator
is trained on the simulation dataset and obtains the weight
parameters. It predicts the value of RR with sliding win-
dows [12], where the window length and stride can be ad-
justed. In this way, each waveform is sliced into several
pieces and the dynamic variation trend of respiration can be
displayed. The estimation process can be illustrated as

V̂i = Festimator (Si, ω, b) (1)

where V̂i and Si denote the predicted value of RR and the
respiratory signal piece of every window, respectively. ω
and b denote the parameters of the 1D convolution layers
or LSTM layers, which can be learned through the back
propagation process.

All values are averaged as the final prediction result of
RR:

V̂RR =
1

n

n∑
i=1

V̂i (2)

where V̂RR and n denote the final predicted RR value and
the total number of predicted RR value with sliding win-
dows, respectively.

3.3. Training Strategy

To improve the efficiency of training process, two parts
of our network were trained separately. The respiratory sig-
nal extractor was trained on our ICU patient dataset based
on unsupervised learning. The RR estimator was trained on
the neurokit2 simulation dataset based on supervised learn-
ing.

3.3.1 Loss Function

For the respiratory signal extractor, the loss function con-
sists of a positive term and a negative term. Suppose fi
and fj are PSDs from the same chest ROI video, and f ′i
and f ′j are PSDs from another ROI video. Referring to
the spatio-temporal similarity of physiological signals in the
same video and the dissimilarity across videos [24], we can
get fi ≈ fj , f ′i ≈ f ′j , i 6= j. Then, the positive term can be
defined as

Lp =

N∑
i=1

N∑
j=1
j 6=i

(
‖fi − fj‖2 +

∥∥f ′i − f ′j
∥∥2) /(2N(N − 1))

(3)

where N denotes the total number of signal clips of one
video.

The negative term can be defined as

Ln = −
N∑
i=1

N∑
j=1

∥∥fi − f ′j
∥∥2 /N2 (4)

Thus, the loss function can be expressed as Loss = Lp+
Ln.

For the RR estimator, Mean Squared Error (MSE) loss is
used to evaluate the error between the predicted RR and the
ground truth since the RR estimation can be considered as
a regression task. MSE loss can be expressed as

LMSE =
1

n

n∑
i=1

(
f̂RR(i)− fRR(i)

)2
(5)

where f̂RR(i) and fRR(i) denote the predicted and real
value of RR, respectively.

3.3.2 Training Details

The training dataset of the respiratory signal extractor in-
cludes 103 video clips from our ICU patient dataset. And
60k simulation signals are generated to train the RR esti-
mator. Both of the models are trained on one TITAN RTX
(24G RAM) GPU.

For the respiratory signal extractor, the iteration epoch is
set as 400. The learning rate is set as 1×10−5, and the batch
size is set as 2. Besides, the temporal and spatial dimensions
of ST-RSP block are set as 600 and 2, respectively. The
time length of each respiratory signal clip is set as 300. In
the spatial dimension, the number of signal clips is 4. The
high-pass and low-pass cut-off frequency of filters are set to
0.13 Hz and 0.5 Hz according to the normal range of RR.
The AdamW optimizer is adopted to train the model.

For the RR estimator, the batch size is set as 50. The
learning rate is set as 1 × 10−4, and the iteration epoch is
set as 390. The Adam optimization algorithm is used to
optimize the model.

4. Experiments and Results
4.1. Evaluation Metrics

In our experiments, we use Mean Absolute Error (MAE),
Root Mean Square Error (RMSE), Mean Absolute Percent-
age Error (MAPE) and Standard Deviation (STD) to eval-
uate the accuracy of our non-contact method of measuring
RR. The effectiveness of the method depends on the values
of the metrics. The evaluation metrics can be defined as the
following equations respectively:

MAE =
1

N

N∑
i=1

‖ V̂RR(i)− VRR(i) ‖ (6)
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RMSE =

√√√√ 1

N

N∑
i=1

(V̂RR(i)− VRR(i))2 (7)

MAPE =
1

N

N∑
i=1

‖ (V̂RR(i)− VRR(i))/VRR(i) ‖ (8)

STD =

√√√√ 1

N

N∑
i=1

(error(i)− error mean)2 (9)

where V̂RR and VRR denote the predicted value and ground
truth of RR, respectively. N denotes the total number of
samples in the test set. The error can be expressed as
error(i) = V̂RR(i)− VRR(i) in Equation 9.

4.2. Clinical Experiments

To the best of our knowledge, previous studies have not
explored more in the real clinical environment on a large
scale [16]. Therefore, we do extensive clinical experiments
on our ICU patient dataset, applying our method to the real-
world clinical scenarios.

By the respiratory signal extractor, we can simultane-
ously get the respiration waveform and PSD map. Sev-
eral samples of respiratory signals and the corresponding
PSD maps are shown in Figure 6. It is intuitive to observe
the respiratory pattern from the waveform, where the peaks
indicate the expiratory process while the troughs indicate
the inspiratory process. In the frequency domain, the peak
of the PSD map shows the value of RR computed by fast
Fourier transform (FFT) [4].

However, in our experiments, at least 800-frame of res-
piration waveform must be fed into the estimation model in
the PSD-based RR estimation method, otherwise the accu-
racy of this method will drop dramatically. This is because
the sampling rate is 30 fps and the minimum frequency of
respiration is 0.15 Hz, which means that the 800-frame res-
piration waveform only contains 800/30 ∗ 0.15 = 4.0 cy-
cles. Therefore, if the input respiration waveform less than
four periods (800 frames), the PSD-based method can not
compute the RR efficiently.

To improve the real-time performance and accuracy of
non-contact RR estimation, we predict the final values by
RR estimator based on deep learning method, which only
needs 5-second (150 frames) respiration waveform. We test
our method on 44 ICU patient samples from our clinical test
set and compare the predicted RR value with the ground
truth. The dynamic contrast between the predicted RR and
real RR is presented in Figure 7, indicating that the esti-
mated signal of our method is similar to the ground truth of

respiratory signal. We can also see that the first 5s wave-
form suggests the relatively slow breathing while the next
10s reveals that the patient accelerates breathing, and slows
down breathing afterwards.

Our experimental results are shown in Table 3. We have
also done the sensitive analysis of the window length and
stride of RR estimator. Due to the limitation of FFT, PSD
[24] can calculate RR values with at least 800-frame signal.
It can prove that our method gets the MAE of 2.651 bpm,
RMSE of 3.525 bpm, MAPE of 13.8% and STD of 3.383
bpm when the window length and stride (win and s in Table
3 respectively) are set to 500 and 60 respectively, achieving
a competitive performance in real clinical scenarios. More-
over, our method can almost achieve the same high accuracy
as that of PSD, even though only 5s waveform is needed for
our method. Referring to the results in Figure 7, our pro-
posed method achieves a prominent dynamic performance
in tracking the fluctuations of RR. In other words, it can
monitor abnormal RR fluctuations, which is vitally impor-
tant for the real-world applications in the clinical medicine
scenarios.
4.3. Comparative Experiments

In contrast to the performance of traditional methods
[19] of extracting respiratory signals, we have also done
comparative experiments. Referring to the motion-based
method, we extract the signals by analyzing the intensity
change of the ROI pixels and select the 5% of the curves
with higher standard deviation [19]. Then, three curves with
the closest trend are selected as the final figure of the respi-
ration pattern. The same RR estimator is applied to predict
the numerical value of RR. Table 4 presents the compara-
tive results of two algorithms. It shows that the our method
based on unsupervised learning outperforms the traditional
motion-based method on respiratory signal extraction and
RR estimation.

5. Conclusions

To expand the contactless vital signs monitoring tech-
nologies to clinical medicine scenarios, a real-world large-
scale dataset is collected for the task of video-based con-
tactless monitoring for ICU patient. In addition, the unsu-
pervised learning is first introduced to extract the respira-
tion waveform from the chest area of patients, and a RR
estimator is proposed to measure the respiratory rate from
only 10-second respiration waveform. Based on these ex-
perimental results in clinical scenarios, the main conclusion
of this study can be summarized as follows:

In the clinical validation studies, the experimental results
demonstrate that the proposed contactless RR estimation
method can almost achieve the same high accuracy as that
of contact-based medical devices. More significantly, the
results show the robustness and effectiveness of our pro-
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Figure 6. Testing samples of respiratory signals and the corresponding PSDs. It is intuitive to observe the respiratory pattern. And the PSD
peak denotes the RR value computed by FFT.

Table 3. The results of our clinical experiments.

Method Parameters MAE (bpm) RMSE (bpm) MAPE (%) STD (bpm)

PSD [24]

win=800 s=30 3.664 4.632 18.3 3.531

win=900 s=30 3.466 4.367 17.4 3.270

win=1800 s=30 3.990 5.215 20.5 4.965

Ours

win=150
s=30 3.955 4.656 20.2 3.072

s=60 4.048 4.745 20.6 3.017

win=300
s=30 2.807 3.626 14.2 3.025

s=60 2.788 3.628 14.1 3.014

win=500
s=30 2.663 3.543 13.8 3.414

s=60 2.651 3.525 13.8 3.383

0 5 10 15 20 25
frames

10.0

12.5

15.0

17.5

20.0

22.5

25.0

27.5

RR
 va

lue
 (b

pm
)

real_RR 
predicted_RR

Figure 7. The dynamic contrast between predicted RR and real
RR. The estimated trend is very close to the actual trend.

posed method. Even when part of the chest area of patients
are hidden by medical equipment, our method can also ex-
tract the respiration waveform and estimate RR accurately.

We expand the scope of our study by migrating the ex-
perimental environment from laboratories to the real clin-
ical scenarios of hospitals. Moreover, we provide insights
that unsupervised learning may benefit and facilitate the de-
velopment of contactless vital signs monitoring algorithms
in the clinical scenario. Particularly, when the golden stan-

Table 4. The comparative results of our method and a traditional
motion-based method (window length=300, stride=30).

Method MAE (bpm) RMSE (bpm) MAPE (%) STD (bpm)

Ours 2.807 3.626 14.2 3.025
Massaroni
et al. [19]

3.364 4.300 18.3 3.847

dard of physiological information is incomplete or missing,
the unsupervised learning can also make these data sense,
which offers great potential to employ the large-scale clini-
cal data and increases the practical significance of the con-
tactless RR estimation algorithm.
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