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Abstract

Temporal action detection (TAD) with end-to-end train-
ing often suffers from the pain of huge demand for com-
puting resources due to long video duration. In this work,
we propose an efficient temporal action detector (ETAD)
that can train directly from video frames with extremely
low GPU memory consumption. Our main idea is to min-
imize and balance the heavy computation among features
and gradients in each training iteration. We propose to
sequentially forward the snippet frame through the video
encoder, and backward only a small necessary portion of
gradients to update the encoder. To further alleviate the
computational redundancy in training, we propose to dy-
namically sample only a small subset of proposals during
training. Various sampling strategies and ratios are studied
for both the encoder and detector. ETAD achieves state-of-
the-art performance on TAD benchmarks with remarkable
efficiency. On ActivityNet-1.3, training ETAD in 18 hours
can reach 38.25% average mAP with only 1.3 GB memory
per video under end-to-end training. Code is available at
https://github.com/sming256/ETAD.

1. Introduction
Let us assume a junior researcher, who does not have ac-

cess to a high-end GPU (e.g. NVIDIA A100), starts to work
on the temporal action detection (TAD) task, which takes
as input a raw video and predicts the period of pre-defined
temporal activities [10, 14, 44, 49]. Although great progress
has been made in this area, training the whole TAD pipeline
is getting computationally heavier and slower, which may
discourage the disadvantaged researcher when only limited
resources are available. To help with this situation, an effi-
cient end-to-end TAD method with a low-cost requirement
(e.g. a standard laptop) is in demand.

Most of the current TAD pipeline consists of a video en-
coder and an action detector. Training them jointly, i.e. end-
to-end training, has become the recent trend [6, 7, 21, 27].
The advantage of such a paradigm is multi-fold, e.g. it
allows feature adaptation on the target data domain, en-
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Figure 1. Compared with recent end-to-end TAD methods,
ETAD has very low GPU memory consumption and SOTA
performance. ETAD minimizes and balances the heavy com-
putation among features and gradients. On ActivityNet-1.3, it
reaches 38.25% average mAP, 2.65% higher than SOTA end-to-
end method TALLFormer [6], while only using 5.2 GB GPU mem-
ory (batch size 4) and 18 hours of training.

ables online frame augmentation to enhance the represen-
tation, etc. The main challenge of end-to-end training for
TAD is the tremendous GPU memory requirement to pro-
cess a single long untrimmed video (e.g. 34 GB for 5 mins
video). This is why TAD methods like ASFD [22] resort
to downscaling the video frame resolution to 96 × 96 and
sampling a small set of frames (768) during training, while
SBP [7] stops a portion of the gradient flow for backpropa-
gation, and TALLFormer [6] caches most of the video fea-
tures and only updates 15% − 60% of them. Nonetheless,
these methods still need moderate GPU memory (e.g. 32
GB) to achieve state-of-the-art detection performance.

Our main motivation is to reduce the computation re-
dundancy and leverage minimal GPU memory during end-
to-end TAD training. First, although current methods pro-
cess multiple video snippets in parallel to extract features,
our study shows that a sequential process of snippet en-
coding as well as backpropagation can significantly reduce
the peak memory usage without sacrificing any detection
performance, and it only moderately increases the train-
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ing time. Meanwhile, we observe that not all snippets are
needed for updating the video encoder during backpropaga-
tion, since most consecutive frames in an untrimmed video
are similar in semantics. Second, to guarantee a high re-
call rate and cover all potential temporal activities, common
TAD practice utilizes a dense distribution of action candi-
dates or proposals, such as the proposal map in BMN [24].
We find that such a design choice is not necessary, since
most proposals overlap with each other, and they eventually
share similar feature representations. Our study shows that
sampling only a small portion of these proposals does not
affect the detection performance but can improve the train-
ing efficiency, and further reduce memory usage.

In this work, we propose an Efficient Temporal Action
Detector (ETAD), which provides an end-to-end TAD so-
lution that requires extremely low GPU memory and has
affordable training time, as shown in Fig. 1. The success of
ETAD is based on a Sequencialized Gradient Sampling
(SGS) process and an Action Proposal Sampling (APS)
design. SGS forwards the snippet frames in micro-batches
through the video encoder, and selectively backwards only
a small portion of gradients, reducing the peak GPU mem-
ory usage up to 92%. Additionally, SGS can reduce the
delay in synchronizing the encoder input and the detector
input, which can result in a training time that is similar to
parallelized solutions (only +14%). APS, on the other hand,
generates a much smaller but sufficient set of action candi-
dates during training. It shows that only 6% of proposals
can still guarantee decent action detection performance and
thus remove the training redundancy. Subsequently, our em-
pirical study on sampling strategies in both modules shows
that most common strategies, such as label-guided sampling
and feature-guided sampling, are not evidently better than
the heuristic stochastic sampling.

ETAD achieves state-of-the-art performance on two pop-
ular benchmarks in an end-to-end fashion with low memory
cost and acceptable time consumption. On ActivityNet-1.3,
for example, we train ETAD on a single GPU for 18 hours
to reach 38.25% average mAP, while the memory consump-
tion is only 1.3 GB per video. Note that this memory usage
is even less than many TAD methods that take as input pre-
extracted video features [44,48]. The main contributions of
this work can be summarized as follows:

1. We propose to sequentially backpropagate a small por-
tion of gradients to update the video encoder for end-
to-end TAD training. This significantly reduces GPU
memory usage without increasing training time much.

2. We adopt various sampling strategies to study the snip-
pet gradient redundancy and action proposal redun-
dancy in the current TAD framework. Surprisingly, us-
ing only 6% of proposals and 30% of snippet gradients
can guarantee a good detection performance.

3. Extensive experiments show that ETAD reaches state-

of-the-art performance on two TAD benchmarks,
ActivityNet-1.3 and THUMOS-14. In particular,
ETAD achieves 38.25% average mAP on ActivityNet
with only 1.3 GB per video in end-to-end training.

2. Related Work

Temporal Action Detection. An action detector can lo-
calize action instances directly from videos (direct), or
merely refine the boundaries of proposals from a proposal-
generation network (refinement). The direct methods usu-
ally focus on enhancing the temporal feature representa-
tion [29, 44] or improving the proposal evaluation [2, 4, 13,
24, 40, 43]. For example, G-TAD [44] utilizes graph con-
volutions to model the correlations between video snippets.
The refinement methods tend to prune off-the-shelf action
proposals [10, 11, 28] and provide more accurate boundary
predictions [33, 34, 48]. P-GCN [45] is a typical refinement
method that exploits proposal-proposal relations to refine
predictions of BSN [25]. TCANet [33] uses high-quality
proposals generated from BMN [24] and proposes a cas-
cade structure to progressively refine actions. Our proposed
ETAD belongs to the family of direct solutions, since it does
not rely on any external proposal generation methods, but it
can surpass the best refinement method.

End-to-end Solutions in TAD. Recently, more methods
study TAD directly from the original video frames to the fi-
nal proposal predictions, which is referred to as end-to-end
training. The early work R-C3D [40] encodes the frames
with 3D filters and proposes action segments then classifies
and refines them. PBRNet [26] and ASFD [21] also train
detectors from raw frames, but they suffer from the small
batch size and low-resolution frames. E2E-TAL [27] fur-
ther confirms the benefit of end-to-end training for TAD and
studies different design choices. Re2TAL [47] propose to
rewires the pretrained video backbones as reversible mod-
ules, whose intermediate activations can be cleared from
memory during training. Moreover, some works propose
ways of pre-training the video encoder by new training tasks
to close the gap between action recognition and action de-
tection, e.g. TSP [1] and BSP [41]. Differently, our ETAD
is able to train the network with high frame resolution, large
batch size, and single-stage training.

Sampling in Video Understanding. Although densely
sampling snippets over the entire video is effective for un-
derstanding short video clips, such an approach is expen-
sive for long untrimmed videos. An alternative way is
to summarize the video [15] by selecting only the rele-
vant frames or snippets. For example, SCSampler [18] se-
lects salient clips from video for efficient action recognition.
SBP [7] stochastically drops certain backpropagation paths
to train the action recognition/detection model memory ef-
ficiently. However, the forward path of SBP still requires a
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lot of memory for long video input. To reduce the forward
computation, TALLFormer [6] first stores the pre-computed
video feature in a feature bank and only updates a relatively
small portion of features in each iteration. Since features in
the bank are not always up-to-date, if the training dataset is
too large, this method may fail because the features of the
same video between two epochs can be drastically different.
Besides, proposal sampling in TAD is an under-explored
topic, and most methods [20, 24, 44] exhaustively enumer-
ate the possible locations of activity, leading to redundant
computation for highly overlapped proposals.

3. Method
Given an untrimmed video, temporal action detection

aims to predict its foreground actions, denoted as Ψ =
{φi=(ts, te, c)}Mi=1, where (ts, te, c) are the start time, end
time, and category of the action instance φi, respectively.
M is the total number of actions.

3.1. Model Architecture

The overall architecture of ETAD is shown in Fig. 2,
which illustrates the pipeline of feature extraction and ac-
tion detection. For feature extraction, an off-the-shelf ac-
tion recognition model, such as TSM [23], R(2+1)D [37],
is adapted to encode multiple video snippets to a list of fea-
ture vectors. Specifically, each vector is obtained from the
feature map before the classification head of the recognition
model, with global average pooling applied on the tempo-
ral and spatial dimensions. For action detection, we adopt
a simple yet effective detector to retrieve actions. First, two
LSTM layers capture long-range temporal relations to en-
hance the snippet-level feature representations. Then, two
convolution layers are applied to classify the startness and
endness of each snippet. Last, a proposal evaluation mod-
ule refines the candidate proposal boundaries and predicts
the proposal confidence. To improve the boundary preci-
sion, we stack three proposal evaluation modules with pro-
gressively improved IoU thresholds. More details of the
detection head can be found in the supplementary material.

Based on the simple detection head, we adopt sequen-
tialized gradient sampling and action proposal sampling to
alleviate the computation burden, targeting efficient end-to-
end TAD training with minimal memory usage.

3.2. Preliminary of Sequentialized Gradient

Typically in TAD, the untrimmed long video is repre-
sented as X ∈ RN×3×T×H×W , where N snippets (or
clips) are sampled from the video, and each snippet x has T
frames with spatial resolution H × W . Given an arbitrary
video encoder denoted as fe, which can be a CNN-based or
a transformer-based action recognition model, snippet x is
encoded as a feature vector f ∈ RC by the video encoder.

Thus, the feature sequence F ∈ RN×C is extracted from N
snippets in parallel. Subsequently, an action detector fd re-
trieves action candidates ϕ from this feature sequence. The
whole forward process can be denoted as follows:

F = [f1, f2, ..., fN ] = fe([x1, x2, ..., xN ]) (1)

ϕ = fd(F ) (2)

During training, in order to update the parameters θ of
video encoder fe , all the intermediate activations in Eq. (1)
must be saved for later gradient backpropagation. Given the
loss L, the gradients of θ are computed by:

∆θ =
∂L

∂θ
=

∂L

∂F
· ∂F
∂θ

(3)

Compared with standard action recognition, the exis-
tence of snippet dimension in X causes a tremendous com-
putation in fe, which increases linearly with the number
of snippets N . For example, when using 128 snippets,
224 × 224 resolution, 16 videos in a batch, even a light
weight action recognition model (TSM [23]) needs more
than 500GB memory, which is infeasible to perform end-to-
end training on most platforms. However, the computation
graph of each snippet in fe is essentially independent of
others. Precisely, as long as no batch-level parameters need
to update, such as batch normalization, we can apply asso-
ciative law to Eq. (1) to get fi = fe(xi), then the parallel
computation in Eq. (3) can be decoupled as:

∆θ =
∂L

∂[f1, ..., fN ]

∂[f1, ..., fN ]

∂θ
=

N∑
i=1

∆fi
∂fi
∂θ

(4)

3.3. Sequentialized Gradient Sampling

Eq. (4) suggests us that the computation of the partial
derivative of snippet feature F to encoder parameter θ can
be obtained from two different ways, i.e. parallelly compute
the derivative from the N snippets in one-step, or divide N
snippets into multiple micro-batches (a micro-batch has K
snippets, K << N ), and then sequentially compute the
gradient within a micro-batch by N/K iterations and ac-
cumulate the gradients. Based on the above derivation, we
propose Sequentialized Gradient Sampling (SGS) for ef-
ficient end-to-end TAD training, which is consist of three
stages as illustrated in Fig. 2.

1. Sequentialized video encoding. We temporally split
the video X into multiple micro-batches. Each micro-
batch has K snippets. We run forward passes on the
encoder for N/K times without saving any intermedi-
ate activations, and concatenate the output features in
the temporal dimension as F .
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Figure 2. The training pipeline of ETAD can be divided into three stages: sequentialized video encoding, action detector learning,
and sequentialized gradient updating. The sequential video decoding in stage 1 and sequential gradient updating in stage 3 visibly
alleviate the whole network’s GPU memory consumption. The action proposal sampling in stage 2 and gradient sampling in stage 3 further
cut down the computation redundancy and reduce the training time.

2. Action detector learning. We use F to train the detec-
tor for one iteration and backpropagate the gradients
to the concatenated features F . We collect the feature
gradients ∆[f1, · · · , fN ], and free all the cache in GPU
memory.

3. Gradient sampling and sequentialized updating. We
sample γ portion from N snippets and sequentially
update the encoder with their gradients. In each step,
we use a micro-batch to compute the gradients of en-
coder parameters and accumulate all the gradients for
the later parameter update.

The key to achieving efficient end-to-end training by
SGS is to sequentially process a small micro-batch data in
each iteration during stage 1 and stage 3, and only back-
ward a small portion of gradients during stage 3. As a
comparison, in traditional end-to-end training, all N snip-
pets’ intermediate activations in the video encoder in stage
1 are reserved for later backpropagation, which takes over
95% of total GPU memory. Instead, our SGS operates on
a small data volume for video encoding during each iter-
ation, and the peak memory usage is only K

N of the tra-
ditional end-to-end setting. Since the micro-batch data is
related to K instead of N , such memory usage can be con-
stant and independent of the video length. In the extreme
case, if K = 1, no matter how long the video is given, the
maximum memory usage by SGS is aligned with the mem-
ory usage as designed in action recognition task. Another
advantage offered by SGS is its high GPU utilization. Un-
like traditional parallel design that requires all snippets to
be ready for the video encoder, which can result in high la-
tency such as frame decoding and data augmentation, SGS
can efficiently utilize GPUs without such requirements.

Moreover, although extra forward computation is in-
volved in stage 3, using gradient sampling in SGS can ad-
dress this deficiency and reduce the overall computation to

be less than the original end-to-end training (see Tab. 5).
In the experiments, we find that such sampling won’t affect
the TAD performance (see Sect. 4.3). This is because the
consecutive video frames in the untrimmed video are usu-
ally similar in appearance and semantics, and the feature
vectors of corresponding snippets may share similar repre-
sentations. Thus, the gradients of encoders on such snippets
are also similar. Moreover, as mentioned by [6], since the
video encoder is already pre-trained on a large-scale action
recognition dataset, thus it evolves more slowly than other
modules in the network with a smaller learning rate, leading
to relatively small gradient values. Based on such insight,
our SGS which only backpropagates a small ratio of snip-
pets would still guarantee high TAD performance.

Regards to time efficiency, although the sequential pro-
cessing breaks down the parallel design, the total training
time using SGS is only 114% than original end-to-end train-
ing, but it requires less than 1/25 memory of the default
setting (see Tab. 3). Besides, SGS can be complemen-
tary of other memory-efficient techniques, such as activa-
tion checkpointing [5], mixed-precision training [31], etc.
Noted that our SGS is agnostic of encoder architecture and
thus can incorporate any of the common encoders in its
framework.

In summary, our proposed SGS approach can effectively
achieve efficiency in memory usage, overall computation,
and training time under end-to-end training. The pseudo-
code of our SGS algorithm can be found in the supplemen-
tary material.

3.4. Action Proposal Sampling

Beyond SGS, we also study proposal sampling, which
aims to reduce the redundant action proposals in the ac-
tion detector. In the current two-stage TAD methods (i.e.
methods use RoI alignment or similar to explicitly extract
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proposal features), a dense candidate proposal set is needed
for proposal refinement. For example, BMN [24] and G-
TAD [44] enumerate all possible combinations of start and
end locations to generate candidate proposals to deal with
the large action length variation. Mathematically, given the
number of snippets N , there will be C2

N = N · (N − 1)/2
proposals, which has the quadratic complexity with respec-
tive to N . However, due to the dense enumeration, most
of these proposals overlap with each other. Thus, a large
portion of the extracted proposal features is similar or du-
plicated. Moreover, the proposal evaluation module in TAD
usually refines each proposal’s start and end boundary [26],
so it is unnecessary to consider proposals that are tempo-
rally close.

To reduce such redundancy while preserving high detec-
tion performance, we propose to replace the densely sam-
pled proposals with a subset produced by an efficient sam-
pling approach, called Action Proposal Sampling (APS),
as illustrated in Fig. 2. Our experiments suggest that with
a proper sampling strategy (see Sect. 3.5), using only 6%
proposals can provide a similar detection performance to
the full setup, but it saves more than 90% of the detector’s
computation. By combining APS with SGS, our method
can achieve extremely memory-efficient end-to-end train-
ing with state-of-the-art detection performance.

3.5. Sampling Strategy

We further study the possible sampling strategies in both
SGS and APS. Three types of sampling strategies are pro-
posed and compared: heuristic sampling, feature-guided
sampling, and label-guided sampling.
Heuristic Sampling includes three strategies: random,
grid, and block. They are similar to the samplings in
MAE [12]. The random strategy simply samples snippets or
proposals randomly following a uniform distribution. The
grid strategy samples the snippets with a pre-defined tem-
poral stride (along the temporal dimension) or grid (on a
proposal map), as shown in Fig. 3. The block strategy sam-
ples consecutive snippets or a block of proposals in the pro-
posal map. This strategy essentially evaluates the model in
a trimmed clip of the video.
Feature-guided Sampling are based on the data distribu-
tion in the feature space. Farthest Point Sampling (FPS, [9])
selects the new snippet/proposal which has the farthest dis-
tance, where a distance is defined as the euclidean distance
between two snippet features or proposal features. FPS can
provide the most distinguished samples of the candidates
since the selected samples are more variant in the embed-
ding space. We also implement the Determinantal Point
Process (DPP) to enforce diversity during training. We take
the cosine similarity as the kernel function and update the
determinant in every training epoch. When a sampling ratio
is given, we can directly apply kDPP [19] because the target

(a) random

(c) block

(b) grid

(d) FPS/DPP

t-sne visualization

Figure 3. Different sampling strategies: random, grid, block,
FPS, DPP. Random strategy samples certain proposals/snippets
from a uniform distribution, grid strategy samples with a fixed
temporal stride, and block strategy samples a consecutive area in
proposal map/snippet sequence. Besides, FPS (farthest point sam-
pling) chooses the new snippet/proposal which has the farthest dis-
tance to the selected samples. DPP (determinantal point process)
selects the data from the feature embedding space to enforce the
sample diversity.

has a fixed size. Please refer to the supplementary material
for more discussions.
Label-guided Sampling uses ground truth supervision dur-
ing action proposal sampling. IoU-balanced sampling [32]
guarantees the selected proposals have nearly the same
number in different IoU thresholds, such as {0 ∼ 0.3, 0.3 ∼
0.7, 0.7 ∼ 1}. Similarly, scale-balanced sampling main-
tains the equivalence of proposal numbers around different
action scales: small (scale<0.3), middle (0.3<scale<0.7),
and large (scale>0.7).

Our experiment shows that random sampling, grid sam-
pling, and DPP-based sampling all work well (see Tab. 4).
Using a rather small sampling rate, e.g. 30% at SGS and
6% at the APS, can provide a decent TAD performance.
Such small sampling ratios can greatly reduce computa-
tion in both the video encoder and the action detector while
keeping the SOTA performance.

4. Experiments
4.1. Implementation details

Datasets and evaluation metrics. ActivityNet-1.3 [14]
is a large-scale video understanding dataset, consisting of
19,994 videos annotated for the temporal action detection
task. The dataset is divided into train, validation, and test
sets with a ratio of 2:1:1. THUMOS-14 [16] contains 200
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Table 1. Action localization results on the validation set of ActivityNet-1.3, measured by mAP (%) at different tIoU thresholds and the
average mAP. E2E means the method is under end-to-end training. Mem. is the GPU memory usage (GB) per video.

Method Video Encoder E2E Flow 0.5 0.75 0.95 Average Mem. Pub.

RTD-Action [36] I3D ✗ ✓ 47.21 30.68 8.61 30.83 - ICCV2021
P-GCN [45] I3D ✗ ✓ 48.26 33.16 3.27 31.11 - ICCV2019
BMN [24] TSN ✗ ✓ 50.07 34.78 8.29 33.85 - ICCV2019
VSGN [48] TSN ✗ ✓ 52.38 36.01 8.37 35.07 1.6 ICCV2021
G-TAD [44] R(2+1)D-34 (TSP) ✗ ✗ 51.26 37.12 9.29 35.81 0.7 CVPR2020
CSA [35] R(2+1)D-34 (TSP) ✗ ✗ 52.64 37.75 7.94 36.25 - ICCV2021
ActionFormer [46] R(2+1)D-34 (TSP) ✗ ✗ 54.70 37.80 8.40 36.60 - ECCV2022
RCL [39] R(2+1)D-34 (TSP) ✗ ✗ 55.15 39.02 8.27 37.65 - CVPR2022

R-C3D [40] C3D ✓ ✗ - - - 26.80 - ICCV2017
AFSD [21] I3D ✓ ✓ 52.40 35.30 6.50 34.40 12 CVPR2021
LoFi [42] TSM-ResNet50 ✓ ✗ 50.91 35.86 8.79 34.96 29 NeurIPS2021
PBRNet [26] I3D ✓ ✓ 53.96 34.97 8.98 35.01 - AAAI2020
E2E-TAL [27] SlowFast-ResNet50 ✓ ✗ 50.47 35.99 10.83 35.10 3 CVPR2022
TALLFormer [6] Video Swin-B ✓ ✗ 54.10 36.20 7.90 35.60 29 ECCV2022
ETAD TSM-ResNet50 ✓ ✗ 53.79 37.59 10.56 36.79 1.7 CVPRW2023
ETAD R(2+1)D-34 (TSP) ✓ ✗ 55.49 39.32 10.57 38.25 1.3 CVPRW2023

annotated untrimmed videos in the validation set and 213
videos in the test set. We also evaluate our methods on
the HACS dataset [49] and achieve state-of-the-art perfor-
mance (see supplementary material). Mean Average Preci-
sion (mAP) at certain IoU thresholds and average mAP are
reported as the main evaluation metrics. On ActivityNet-
1.3, the IoU thresholds are chosen from 0.5 to 0.95 with
10 steps. On THUMOS-14, the thresholds are chosen from
{0.3, 0.4, 0.5, 0.6, 0.7}.

Implementation Details. Our method is implemented with
PyTorch 1.12, CUDA 11.1, and mmaction2 [8] on 1 Tesla
V100 GPU by default. TSM [23] and R(2+1)D [37] are
adopted as our video encoder for end-to-end training on
ActivityNet-1.3, while two stream I3D [3] is adopted as the
encoder on THUMOS-14. We fix the weights of the first
two stages of the video encoder and freeze all batch nor-
malization layers. For TSM, the image resolution is set to
224 × 224 with clip length 8, which is the same as in [42].
For R(2+1)D, the image resolution is set to 112× 112, and
the clip length is set to 16, following [1]. We adopt random
cropping as data augmentation. Note that the TSM model
is only pretrained on Kinetics-400 [17] and not finetuned
on the target datasets, i.e. ActivityNet-1.3, or THUMOS-
14. The R(2+1)D model is pretrained on the ActivityNet
dataset by [1]. We use a batch size of 4 and the AdamW
optimizer [30] with weight decay of 10−4. The learning
rate is set to 10−3 for the action detector and 10−6/10−7 for
TSM/R(2+1)D. The micro-batch size K in SGS is set to 4
by default. The sampling ratios are 30% and 6% in SGS
and APS, respectively. The total training epoch is set to 6
and the learning rate decays by 0.1 after 5 epochs. Follow-

ing [24, 33], we apply the video-level classification scores
from [50] on ActivityNet-1.3 and [38] on THUMOS-14.

4.2. Comparison with State-of-the-Art Methods

ActivityNet-1.3. Tab. 1 compares ETAD with other state-
of-the-art methods on ActivityNet-1.3. Under end-to-end
training, ETAD achieves 38.25% average mAP with only
1.3 GB memory (per video), outperforming other state-of-
the-art end-to-end training methods both on efficiency and
efficacy by a large margin. Compared with LoFi [42] which
also uses TSM-ResNet50 as the video encoder, ETAD
achieves +1.83 average mAP gain with only 15% GPU bud-
get. Interestingly, the memory usage of end-to-end-based
ETAD is even smaller than feature-based VSGN [48], sug-
gesting that ETAD is extremely memory-efficient. When
the batch size is 4, ETAD’s total memory usage is still lower
than 8 GB, which can be easily trained on a RTX2080.

THUMOS-14. We also show the advantage of our method
on THUMOS-14 in Tab. 2, which reaches the compara-
ble performance with other end-to-end methods, such as
ASFD [21], E2E-TAL [27]. Particularly, ETAD is better
on high IoU thresholds, indicating the high precision of the
generated action boundaries. Furthermore, our SGS can en-
able end-to-end training of SOTA feature-based TAD meth-
ods, e.g. ActionFormer [46]. As shown in Tab. 2 (bottom
block), end-to-end training consistently boosts the mAP un-
der all IoU thresholds, while only costing 10.4 GB memory
with the heavy Swin transformer backbone.
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Table 2. Action localization results on test set of THUMOS14,
measured by mAP (%) at different tIoU thresholds. † means the
reproduced results with Video Swin-T and only RGB modality.

Method 0.3 0.4 0.5 0.6 0.7

BMN [24] 56.0 47.4 38.8 29.7 20.5
G-TAD [44] 57.3 51.3 43.0 32.6 22.8
TCANet [33] 60.6 53.2 44.6 36.8 26.7
VSGN [48] 66.7 60.4 52.4 41.0 30.4
AFSD [21] 67.3 62.4 55.5 43.7 31.1
E2E-TAL [27] 69.4 64.3 56.0 46.4 34.9
ETAD 69.63 64.47 56.17 47.18 35.89

ActionFormer† 69.63 62.63 51.26 38.29 21.10
· · ·+ETAD 72.82 66.95 57.28 44.51 28.75

4.3. Ablation Study

In this section, we conduct the ablation studies on
ActivityNet-1.3 to verify the effectiveness of each design.

Up to 94% dense action proposals are redundant for ac-
tion detection. To prepare an efficient and powerful action
detector for end-to-end training, we first operate on pre-
extracted video features to verify the effectiveness of APS.
Fig. 4 shows that the performance of the detector saturates
from a small proposal sampling ratio. When the sampling
ratio is under 4%, the mAP starts to drop visibly. This re-
sult confirms our assumption that dense enumerated propos-
als are redundant for action detection. Using 6% sampling,
ETAD successfully results in the same detection perfor-
mance as using a complete proposal set. With pre-extracted
frozen features, it speeds up the training 7.5x faster (from
45 mins to 6 mins), and cuts down 92% of memory usage
(from 16 GB to 1.2 GB).
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Figure 4. Using only 6% proposals are sufficient for action de-
tection. For proposal sampling, we use pre-extracted TSM fea-
tures with different sampling ratios and report the mAP, GPU
memory, and training time. Random sampling is adopted.

End-to-end training can improve TAD performance, but
it is memory-consuming. Based on the efficient action de-
tector with APS, we extract the snippet feature with a learn-
able video encoder and jointly optimize it with the action
detector. As shown in Tab. 3 (first row), end-to-end train-

Table 3. Sequential backpropagation can greatly reduce the
peak GPU memory while requiring more training time. Com-
bined with gradient sampling, ETAD can achieve efficient and
effective end-to-end training. Seq. means adopting sequential-
ized backpropagation. Ratio is the gradient sampling ratio. K
stands for the micro-batch size in SGS.

Seq. Ratio K FLOPs Mem.(GB) Time mAP

✗ 100% - 100% 137 100% 36.85

✓ 100%

8 150% 10.3 180%

36.85
4 150% 6.6 190%
2 150% 4.7 194%
1 150% 3.8 264%

✓

50% 4 100% 6.6 137% 36.83
40% 4 90% 6.6 121% 36.82
30% 4 80% 6.6 114% 36.79
20% 4 70% 6.6 101% 36.75
10% 4 60% 6.6 91% 36.68

ing can bring a significant performance gain from 36.13 to
36.85, which also proves the importance of end-to-end TAD
training. However, this naive end-to-end training requires
137 GB memory, which is infeasible on most platforms.

Sequential backpropagation is memory-efficient for
end-to-end training, but it is also time-consuming. To
further alleviate the memory limitations of end-to-end train-
ing, we apply sequential backpropagation on the naive end-
to-end training, as shown in Tab. 3 (middle block). In exper-
iments, we also find such an implementation has the same
detection performance as the naive one, which also verifies
the equality discussed in Sect. 3.3. Thus, we only compare
the peak GPU memory and training time, which shows that
adopting sequential backpropagation in end-to-end training
can greatly reduce the GPU memory consumption from 103
GB to 3.8 GB. Unfortunately, the training time is also in-
creased by 2.6× larger. Besides, since we need to recom-
pute the activations during backpropagation, the number of
FLOPs is also increased.

Gradient sampling can effectively save training time,
without sacrificing detection performance. To further re-
duce the training time, gradient sampling is combined with
sequential backpropagation, known as our complete SGS
approach. As shown in Tab. 3 (bottom), gradient sampling
with a ratio larger than 30% can still maintain nearly the
same detection performance, which proves the existence
of snippet-level learning redundancy. Such a scenario also
happens in THUMOS-14 dataset (see supplementary mate-
rial). In the meantime, the training time is evidently de-
creased from 190% to 114%, which is almost the same as
the naive end-to-end training. These results verify that SGS
can be served as an effective tool for memory-efficient end-
to-end TAD training.
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Table 4. Effect of different sampling strategies. We apply the
TSM-R50 as the video encoder and report the mAP on Activi-
tyNet. Frozen backbone is used in APS and end-to-end training is
used in SGS, thus the later results are expected to be higher.

Sampling
Type

Sampling
Strategy APS SGS

heuristic
random 36.13 36.79

grid 36.04 36.77
block 32.97 36.74

feature-guided
FPS 33.59 36.61
DPP 36.16 36.78

label-guided
IoU-balanced 34.84 N.A.

Scale-balanced 35.10 N.A.

Heuristic sampling strategy is recommended. As shown
in Tab. 4, from the APS column for proposal sampling, we
find that random sampling, grid sampling, and DPP work
well. While block sampling and label-guided sampling
both show certain downgrades in performance because they
change the proposal distribution and thus can not guarantee
the variety of proposals. From the SGS column for gradi-
ent sampling, all experiments outperform the pre-extracted
feature baseline in APS (36.13%). Considering the detec-
tion performance and computation complexity of different
sampling strategies, we recommend adopting heuristic sam-
plings such as random or grid strategies in APS and SGS.
More discussions can be found in supplementary material.

4.4. Further Discussions

Compared with other end-to-end strategies, SGS shows
both memory-efficiency and performance superiority.
We compare SGS with other end-to-end TAD strategies in
Tab. 5. From the aspect of memory usage, SGS lever-
ages only 1.7 GB memory per video to train the model
in an end-to-end fashion, which is much lower than other
methods. From the aspect of detection performance, SGS
reaches almost the same mAP as in naive end-to-end train-
ing, and beats other end-to-end strategies. For example,
though TALLFormer [6] uses less forward computation by
adopting the feature bank technique, the method may face
the risk of failure if the training dataset is large, where the
features of the same snippet between two epochs can be
drastically different. Therefore, we insist to adopt the full
forward propagation for all the snippets, and backward the
gradient sequentially and selectively.

SGS is complementary to other memory-saving tech-
niques. For example, activation checkpointing [5] also
saves part of intermediate activations and does forward re-
computation during backpropagation, but it operates on the
model’s different layers. Mixed-precision technique [31]
adaptively combines half-precision computation to save
memory and speed up the training. The gradient accumu-

Table 5. Comparison of Sequentialized Gradient Sampling
with other end-to-end training strategies in TAD. We set the
sampling rate to 30% and use ETAD detector in all experiments.
Computation in forward/backward stands for the theoretical com-
putation cost of the video encoder during each propagation. GPU
memory is reported with TSM-ResNet50 backbone.

Methods Forward Backward Mem. mAP

Pre-extracted Feature 0% 0% 1.2 36.13

Multi-stage Training [44] 60% 60% 44 36.36
Feature Bank [6] 30% 30% 44 36.54
SGS (ours) 130% 30% 6.6 36.79

Naive End-to-End 100% 100% 137 36.85

Table 6. Combination of SGS with other memory-saving meth-
ods. We report the memory usgae with batch size 4.

Method mAP Mem.(GB)

Naive End-to-End 36.85 137
SGS 36.79 6.6

Checkpoint 36.50 72
Checkpoint + SGS 36.63 4.8

Mxied Precision 36.49 67
Mxied Precision + SGS 36.70 4.8

Checkpoint + Mxied Precision + SGS 36.71 4.0

lation sums the gradient over multiple batches to implicitly
change the batch size to save memory. For comparison, our
sequential gradient sampling process focuses on reducing
the complexity over temporal dimensions, instead of batch
dimensions or depth dimensions. As shown in Tab. 6, SGS
is complementary to aforementioned memory-saving tech-
niques. It allows the detector to accommodate higher reso-
lution frames, larger batch sizes, and a deeper backbone.

5. Conclusion

In this paper, we propose an end-to-end training method
for the temporal action detector with extremely low GPU
memory consumption. The training pipeline of ETAD con-
tains sequentialized video encoding, action detector learn-
ing, and sequentialized gradient updating. ETAD achieves
state-of-the-art action detection performance on multiple
benchmarks. The proposed sequentialized gradient sam-
pling method makes end-to-end training tractable in real-
world applications, and the empirical results of different
sampling strategies can shed light on how to effectively re-
duce computations in video localization problems. We hope
this work will encourage the community to carry out more
research on end-to-end training in various untrimmed video
understanding tasks, such as video language grounding and
video captioning.
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