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A. Visual Localization
Fig. 3 from the main paper presents the average vi-

sual localization accuracy of the AachenV1.1 Day-Night
datasets [12, 13], with respect to the descriptor matching
speed between two images. Table S.1 presents the perfor-
mance breakdown for both the day and night datasets. In
addition, we report the 3D map size (Map) in megabytes,
the localization speed (Loc.) for descriptor extraction and
matching in the hloc framework [11], the inference speed
for the extraction of the descriptors (Inf.), and the match-
ing speed for two images (Match.). All speeds are calcu-
lated on an Apple M1 ARM CPU processor and are re-
ported in Frames Per Seconds (FPS). As seen, ZippyPoint
consistently outperforms all other binary descriptor meth-
ods, while yielding great trade-offs with respect to infer-
ence speed, matching speed, localization speed, and model
size. Note that, the inference speed reported in Table S.1 is
lower than that of Table. 1 from the main paper. This is at-
tributed to the fact that the inference speed for learned meth-
ods scales linearly with the number of spatial dimensions in
the input image. The image resolution used in Table. 1 was
240 × 320, following [14], while in Table S.1 the largest
image dimension was rescaled to 1020, following [11].

B. Map-free Visual Relocalization
Absolute camera localization, such as the task presented

in Sec. 4.3 and Sec. A, require an accurate 3D scene-specific
map. This entails hundreds of images and large storage
space, prerequisites that do not often hold in Augmented
Reality (AR) applications. These limitations have given
rise to the more challenging Map-free Visual Relocalization
benchmark [1]. The aim of Map-free Visual Relocalization
is to predict the metric pose of a query image with respect
to a single reference image that is considered representative
of the scene of interest.
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We evaluate interest point detection and description net-
works on the challenging Map-free Visual Relocalization
benchmark. Specifically, as in [1], we first compute the
Essential matrix [5] between the query and the reference
image using the 5-point solver [8] of [2]. We then re-
cover the scale using the estimated depth generated from
a DPT model [9] that has been fine-tuned on the KITTI
dataset [4]. We report the Area Under the Curve (AUC) and
precision for pose error (Err) under the threshold of 25cm
and 5-degree. In addition, we report AUC and Err for Vir-
tual Correspondence Reprojection Error (VCRE) at an off-
set threshold of 10%, 90 pixels, simulating the placement
of AR content in the scene [1]. The performances are re-
ported in Fig. S.1 and Table S.2 with respect to the latency
for keypoint extraction and matching. For Fig. S.1, we iden-
tify Pareto curves by rescaling the input images at ratios of
0.4 to 1.0 in 0.2 increments, a common practice to acceler-
ate inference post-training, and also increase the ratio to 1.2
in order to evaluate if performance can improve further, as
commonly done in Visual Localization (VisLoc) [11]. We
also investigated larger ratios but found they often degraded
the performance of the hand-crafted methods, such as SIFT,
while the performance quickly plateaued for the Deep Neu-
ral Networks (DNNs).

We find that ZippyPoint yields comparable performance
to SuperPoint while being an order of magnitude faster for
feature extraction and matching. Additionally, ZippyPoint
consistently outperforms the binary methods, BRISK and
ORB, by a large margin. When compared to SIFT [7],
however, ZippyPoint yields comparable results at a slight
increase in latency. This is attributed to the nature of the
dataset and task. Specifically, the Map-free Visual Relo-
calization benchmark presents a wide baseline benchmark
without challenging long-term changes, the scenario under
which SIFT shines. We expect similar benchmarks with
long-term changes, similar to VisLoc, would better show-
case the benefits of ZippyPoint, and the learned methods
in general. Furthermore, while SIFT’s keypoint matching
is slower than ZippyPoint’s, matching only takes place be-
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Table S.1. Comparison of the visual localization accuracy, given different error threshold, on the AachenV1.1 Day-Night datasets. We ad-
ditionally report the 3D model size (Map), the localization speed (Loc.) for descriptor extraction and matching in the hloc framework [11],
the inference speed for the extraction of the descriptors (Inf.), and the matching speed for two images (Match.). The arrows indicate
the improvement direction. ZippyPoint consistently outperforms all other binary descriptor methods, while yielding great trade-offs with
respect to inference speed, matching speed, and model size.

Day ↑ Night ↑ Map (MB) ↓ Loc. (FPS) ↑ Inf. (FPS) ↑ Match. (FPS) ↑
m 0.25 0.50 5.00 0.50 1.00 5.00

deg 2 5 10 2 5 10

Full-Precision Descriptors
SuperPoint [3] 86.8 93.8 97.9 62.3 81.7 94.8 5224 0.22 0.29 24.4
SIFT [7] 82.3 91.6 97.0 45.0 58.6 72.8 3756 1.00 7.93 34.5

Binary Descriptors
BRISK [6] 75.2 84.1 92.4 23.0 32.5 41.9 638 1.11 2.10 70.4
ORB [10] 25.4 35.3 50.6 1.0 1.6 2.6 113 10.39 54.80 334.5
ZippyPoint (Ours) 85.0 92.2 97.0 63.4 74.9 88.0 163 3.47 4.76 334.5

Table S.2. Comparison of the different detection and description networks on the Map-free Visual Relocalization benchmark [1] at the
original image resolution. We report the Area Under the Curve (AUC) and precision under the Virtual Correspondence Reprojection Error
(VCRE) and pose error (Err) with respect to the feature extraction and image matching speed (Latency) in seconds (s). ZippyPoint yields
comparable performance to SuperPoint while being an order of magnitude faster. Additionally, ZippyPoint consistently outperforms the
binary methods, BRISK and ORB, by a large margin.

AUC ↑ Precision ↑ Latency (s) ↓
VCRE < 90px Err < 25cm, 5deg VCRE < 90px Err < 25cm, 5deg

Full-Precision Descriptors
SuperPoint [3] 0.405 0.199 0.231 0.090 1.678
SIFT [7] 0.443 0.189 0.217 0.076 0.068

Binary Descriptors
BRISK [6] 0.307 0.120 0.181 0.054 0.304
ORB [10] 0.044 0.013 0.033 0.007 0.009
ZippyPoint (Ours) 0.415 0.206 0.192 0.074 0.107

tween a single pair of images for each scene in this exper-
iment and therefore does not aggregate to a significantly
large delay, unlike in VisLoc and Simultaneous Localiza-
tion and Mapping (SLAM) where matching speed is often
the bottleneck due to the required matching within a large
map.
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(a) Virtual Correspondence Reprojection Error AUC.
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(b) Virtual Correspondence Reprojection Error precision.
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(c) Pose error AUC.
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(d) Pose error precision.

Figure S.1. Comparison of the different detection and description networks on the Map-free Visual Relocalization benchmark [1]. We
report the Area Under the Curve (AUC) and precision under the Virtual Correspondence Reprojection Error (VCRE) and pose error (Err)
with respect to the feature extraction and image matching speed. ZippyPoint consistently outperforms all binary descriptor methods and
achieves comparable performance to SuperPoint at a significant speedup.
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