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Competitively Robust to Photometric Perturbations
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S1. Supplementary Material
S1.1. Performance under visual perturbations

Accuracy evaluated on the mixed test dataset, for the dif-
ferent ProtoPNet backbones and the number of PPs learned
was obtained to identify the level of loss in performance of
the models learning PPs. With this evidence for the kidney
stone classification task made available, future users will
have a reference for which visual characteristics PPs mod-
els tend to be more susceptible to and to which degree. It
is found that hue perturbation on the input images is on av-
erage the perturbation with the most dramatic loss in per-
formance for models learning PPs training with the Kidney
Stones datasets. In contrast, this type of architecture tends
to be robust against moderated changes in the brightness
and saturation of the input images. With this evidence, a
call for precaution when dealing with assumed small per-
turbation on the input images [17] is implemented.

Also, the performance of the traditional CNN used as
feature extractors were explored under the same perturba-
tions, these results are shown in the first four rows under the
OOD performance metrics in Table 3 for each of the CNN
backbones explored and their performance for IID test data
and OOD is summarized in Fig. S3a. These same evalu-
ations are shown for the different backbones of PPs mod-
els trained in Fig. S3b. It is observed PPs models present
a lower standard deviation when compared to their CNN
counterparts for IID evaluations, per this behavior for each
of the different backbones used by the models, as seen in
Fig. S3c.

S1.2. Prototypes projection details

The Projection of Prototypical parts (PPs) is the inter-
mediate step A,, mentioned in Section 4, performed in
the training process that allows visualization of the learned

PPs. In this step, each prototype p; is assigned the value
of its nearest latent training patch f(x); from all the im-
ages of the same class k initially assigned to p;. Therefore,
this distance is d;;x = ||pjx — f(2)i,k|l2. In this way,
each abstract PPs learned conceptually equates to one train-
ing image patch. Allowing the faithful visualization of the
learned PPs, use to generate the visual explanations as well
as the final output classification given by the model. Math-
ematically, for the projection prototype p; of class £, i.e.,
p; € Py, we perform the following update:
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where Sirain = {f(2)1x : f(@)1,1 € f(x) for all train-
ing images Strain, (z,9) : y € k}.
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Figure S1. Accuracy evaluated on the test dataset, averaging the different ProtoPNet backbones and the number of Prototypical parts
learned. It is found that hue perturbation on the input images is on average the perturbation with the most dramatic loss in performance for
ProtoPNet models training with the Kidney Stones dataset. In contrast, the ProtoPNet architecture tends to be robust against moderated
changes in the brightness and saturation of the input images.
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Figure S2. Accuracy evaluated on mixed test dataset under modifications of the images hue channel, with values between -0.1 and 0.1.
These evaluations reflect the level of robustness ProtoPNet achieves with a DenseNet201 CNN backbone with 3 part-prototypes per class,
under the perturbation that most affect the model.
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Figure S3. (a) Accuracy of CNN models evaluated separated on Independent and Identically Distributed (IID) test data and Out Of
Distribution (OOD) tests. (b) Accuracy of ProtoPNet models evaluated on IDD and OOD test data. (c) Same as in ’b” for each of the three
backbones used.



