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Abstract

Progressive compression allows images to start loading
as low-resolution versions, becoming clearer as more data
is received. This increases user experience when, for exam-
ple, network connections are slow. Today, most approaches
for image compression, both classical and learned ones,
are designed to be non-progressive. This paper introduces
ProgDTD, a training method that transforms learned, non-
progressive image compression approaches into progressive
ones. The design of ProgDTD is based on the observation
that the information stored within the bottleneck of a com-
pression model commonly varies in importance. To create
a progressive compression model, ProgDTD modifies the
training steps to enforce the model to store the data in the
bottleneck sorted by priority. We achieve progressive com-
pression by transmitting the data in order of its sorted in-
dex. ProgDTD is designed for CNN-based learned image
compression models, does not need additional parameters,
and has a customizable range of progressiveness. For eval-
uation, we apply ProgDTD to the hyperprior model, one
of the most common structures in learned image compres-
sion. Our experimental results show that ProgDTD per-
forms comparably to its non-progressive counterparts and
other state-of-the-art progressive models in terms of MS-
SSIM and accuracy.

1. Introduction

Image compression has been an active research field for
many years and has led to numerous classical compression
methods such as JPEG [41], JPEG 2000 [32], WebP [42]
and BPG [5]. The rise of deep learning [21] inspired new
methods that employ the neural networks’ power for learned
image compression [14, 23, 36, 37]. Among these, particu-
larly the recent success of the variational image compres-
sion led to new, state-of-the-art methods, which often per-
form on par or even better than established, classical and
deep methods [3, 4, 8, 26, 33].
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Figure 1. Qualitative comparison of reconstructed images from:
ProgDTD (trained with λ = 0.01), non-progressive-Ballé (trained
with λ = 0.0001, 0.001, 0.005, 0.01) and standard-Ballé (trained
with λ = 0.01). ProgDTD and non-progressive-Ballé reconstruct
images of similar quality; meanwhile, removing only a few bits in
standard-Ballé leads to a significant degradation in quality.

Most image compression methods, both classic such as
original JPEG [41], Webp [42], BPG [5] and learned ones
[3, 4, 8, 26], are non-progressive. Thus, these expect the
complete compressed image to be available for decoding.
Such availability of an entire file is, however, a challenge
in many settings: for example, slow network connections
often delay the transmissions. As a result, a user or system
experiences a delay until the image can be reconstructed
for viewing or further processing. Progressive compres-
sion [29] addresses this problem, and the decoder can ob-
tain an initial preview even with a small portion of the data.
Later, by receiving the rest of the bits, the decoder can re-
construct a better-quality image. However, most learned
approaches to image compression are non-progressive, and
only a few are progressive [6, 12, 16, 24, 37].

In this paper, we introduce ProgDTD, a method to
transform learned, non-progressive image compression ap-
proaches into progressive ones. Further, to showcase its ef-
ficiency, we apply ProgDTD to the Ballé [4] architecture,
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which is a widely adopted, state-of-the-art learned image
compression model, and acts as a base architecture for many
recent models [9,26]. The design of ProgDTD builds on the
following observation: Previous research [20,31,43] shows
that the information stored within the bottleneck of a com-
pression model commonly varies in terms of importance,
i.e., its availability impacts the reconstructed image differ-
ently.

To create a progressive compression model, we identify
the most important data for each input within the bottleneck
and transmit these ordered by their significance. For this,
we modify the training steps of the model to enforce it to
store the data in the bottleneck sorted by priority. We build
on the tail-drop technique [20] and, as an example, apply it
to the training of both the latent and hyper latent bottlenecks
of the Ballé model [4]. We call this process double-tail-drop
(DTD).

Our experimental results show that our progressive com-
pression model trained with double-tail-drop has compara-
ble performance in terms of MS-SSIM and accuracy and
has a slight drop in PSNR compared to non-progressive-
Ballé (ensemble of Ballé models trained for different λ)
and other state-of-the-art models. A key benefit of our pro-
gressive model is that we do not add any parameters to the
model. Instead, we modify the training method to sort the
information in the bottleneck in order of importance. Also,
ProgDTD has a customizable range of progressiveness, so
we can choose the desirable bitrate range. Figure 1 shows
a qualitative comparison of ProgDTD, non-progressive-
Ballé and standard-Ballé. It underlines that ProgDTD and
non-progressive-Ballé achieve similar results, whereas the
standard-Ballé model requires the whole latent for a mean-
ingful reconstruction of an image. Overall, the contribu-
tions of ProgDTD are as follows:

1. We introduce ProgDTD, a progressive image compres-
sion method that enables a non-progressive model to
become progressive.

2. ProgDTD is a training approach that does not need ad-
ditional parameters and is designed for learned image
compression.

3. ProgDTD has a customizable range of progressive-
ness.

4. ProgDTD performs on par compared to its non-
progressive version and other state-of-the-art bench-
marks.

The remainder of this paper is structured as follows: In
Section 2, we present related works. Then, in Section 3, we
introduce the design of ProgDTD and its training. In Sec-
tion 4, we evaluate ProgDTD by comparing it to the state-
of-the-art. Section 5 concludes the paper.

2. Related Work
In this section, we introduce the required related work on

learned image compressions, learned variable bitrate com-
pression, and deep progressive image compression.

2.1. Learned image compression

Most of the learned image compression methods are
based on autoencoders or an extension of them. In these
types of networks, an encoder ga(x;ϕg) compresses the in-
put x into a latent space y. In deep image compression,
authors usually call this the AnalysisNetwork. Next, en-
tropy models like Huffman encoding or arithmetic encod-
ing [22] compress and quantize the latent space y to ŷ. Dur-
ing training, random noise often simulates quantization loss
and helps the model to adapt to quantization effects [3].
For decoding, a so called SynthesisNetwork, receives the
bits, recovers ŷ and another network gs(ŷ; θg) reconstructs
x̂.

Ballé et al. [4] introduce a hyperprior for extracting spa-
tial correlation in images. It assumes that correlations in
each image are normal distributions with a mean of zero,
and the task of the hyperprior network is to predict the stan-
dard deviation and the location of these distributions:

pŷ|ẑ(ŷ|ẑ) ∼ N(0,σ2) (1)

Minnen et al. [26] consider these correlations as N(µ,σ2).
Cheng et al. [8] extend this work and assume that these cor-
relations contain multiple distributions and detect them with
a GMM (Gaussian Mixture Model). In other work, Cui et
al. [10] use asymmetric normal distributions N(µ,σ2

1 ,σ
2
2)

to simulate these correlations. Rippel and Bourdev [30],
Tschannen et al. [38], and Agustsson et al. [1] adapt
GANs [13] for image compression, and Nakanishi et al.
[28] use multi-scale autoencoders to compress images at
multiple levels. Nonetheless, deep compression methods
commonly compress images at one specific, fixed bitrate.

2.2. Variable bitrate learned image compression

Some compression methods provide variable bitrates due
to adaptive models [36] or by employing dynamic quantiza-
tion [9, 35]. For example, Yang et al. [46] propose a mod-
ulated network allowing the encoder and decoder architec-
ture to provide variable bitrates. Cai et al. [6] introduce a
CNN-based multi-scale decomposition transformation with
content-adaptive rate allocation for variable bitrates. Yang
et al. [45] use swimmable networks to train one compres-
sion model for different bitrates: At low bitrates, they only
use parts of the network.

2.3. Progressive learned image compression

In the field of progressive, learned compression, many
approaches employ RNNs. For example, Toderici et al.
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[36] introduce an iterative LSTM based [15] compression
method. First, it feeds the image to the LSTM-based com-
pression model, calculates the residual, and feeds it again.
After T repetitions, this design results in a T-step progres-
sive compression. In further work, Toderici et al. [37] im-
prove upon this by utilizing a Pixel-RNN [39]. Cai et al. [7]
introduce a progressive compression method based on a
two-level encoder-decoder. The first level encodes the input
image into a basic representation with low quality, and the
second level encodes the input image into a higher-quality
enhancement representation. Gregor et al. [14] introduce a
GAN-based compression method with RNNs which recon-
structs the input image by feeding compressed data to the
generative models. The benefit of GANs is that they can
reconstruct the image even with a small part of the data and
produce a more accurate reconstruction by getting more and
more data. Lee et al. [24] proposes to create a progressive
compression method based on trit-planes.

Most of these progressive methods are specifically de-
signed neural networks for progressiveness and can be very
complex. In this paper, we propose ProgDTD, which is
a training method based on tail-drop [20] (see Figure 2).
We adopt the tail-drop idea in ProgDTD to work with
CNNs and demonstrate that with a hyperprior-based model.
ProgDTD can then add progressiveness without adding any
parameters or complexity and has a customizable range of
progressiveness.

3. Proposed Algorithm
In this section, we introduce ProgDTD, a method to

transform learned, non-progressive image compression ap-
proaches into progressive ones. To demonstrate the effec-
tiveness of our method, we integrate it into the Ballé et
al. [4] architecture, which is a widely adopted, state-of-the-
art learned image compression model, and acts as a base ar-
chitecture for many recent models [9, 26]. Our approach is
not restricted to this particular architecture and is designed
for learned image compression models with multiple latent
representations. In Section 3.1, we briefly introduce and ex-
plain the Ballé model, then in Sections 3.2 and 3.3, we ex-
plain how we design and integrate ProgDTD into the Ballé
architecture.

3.1. Model architecture

As discussed in Section 2, we formulate image compres-
sion as:

y = ga(x;ϕ) (2)
ŷ = Q(y) (3)
x̂ = gs(ŷ;θ) (4)

where x, x̂,y, ŷ and Q are raw images, reconstructed
images, latent representation before quantization, latent
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Figure 2. Tail-Drop Training: This image shows an example of the
information distribution in the bottleneck B[8,M,M ]. If we train
the model with the tail-drop, the training procedure puts the data
in order of their importance. The colors show the importance of
each filter.

representation after quantization and quantization respec-
tively. Furthermore, ϕ and θ are neural network-based
transformations consisting of convolution, de-convolution,
GDN, and IGDN [2]. As common, we approximate quanti-
zation as a uniform noise U

(
− 1

2 ,
1
2

)
to generate noisy codes

ŷ during training. Ballé et al. define a hyperprior, by intro-
ducing side information z to capture spatial dependencies
among the elements of y, formulated as:

z = ha (y;ϕh) (5)
ẑ = Q(z) (6)

pŷ|ẑ(ŷ | ẑ)← hs (ẑ;θh) (7)

where ha and hs denote the analysis and synthesis in the
auxiliary autoencoder. Further, pŷ|ẑ(ŷ | ẑ) is the estimated
distribution conditioned on ẑ. Like Ballé et al., we use a
normal distribution with a zero mean to extract spatial de-
pendencies:

pŷ|ẑ(ŷ|ẑ) ∼ N(0,σ2) (8)

We use the RD-Loss (rate-distortion loss function) as:

L = R(ŷ) +R(ẑ) + λ · D(x, x̂) (9)

where λ controls the rate-distortion trade-off and differ-
ent λ values corresponded to different bitrates. R(ŷ) and
R(ẑ) denote the consumed bitrate in each of the bottle-
necks. D(x, x̂) denotes the distortion term [8].

3.2. Rateless autoencoder

In ProgDTD, we adjust the training steps to store data in
the bottleneck sorted by significance. Then by transmitting
the filters of the bottleneck ordered by their significance,
we inherently achieve progressive compression. We achieve
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Algorithm 1: Double-tail-drop training. The red
text marks our extensions over the original algo-
rithm.

Data: Bottleneck of the latent: Blat[C,Ml,Ml],
Bottleneck of the hyperprior: Bhp[C,Mh,Mh],
Number of batches: Nbatch,
Number of epochs: Nepoch,
Batch size: Nbatch−size

Result: Progressively trained network
for 1 ≤ ei ≤ Nepoch do

for 1 ≤ bi ≤ Nbatch do
for 1 ≤ xi ≤ Nbatch−size do
Blat = ImageAnalysis(D[xi]);
Bhp = HyperAnalysis(Blat);
/* dropping from Tail */
K ← Generate a sample from U(u1, u2);
Bhp[K : C,Mh,Mh] = 0;
Blat[K : C,Ml,Ml] = 0;
Bhp, Php = HyperBottleneck(Blat);
σ = HyperSynthesis(Bhp);
Blat, Plat=ImageBottleneck(Blat, σ);
Php[K : C,Mh,Mh] = 1;
Plat[K : C,Ml,Ml] = 1;
RecImage = ImageAnalysis(Blat);

end
end
L = RDLoss(Rec, Plat, Php);
Back-propagation;
Updating the model parameters θ;

end

this goal by modifying the training steps of the model to en-
force it to store the data in the bottleneck sorted by priority.
We build on the tail-drop technique [20], extend it, and, as
a case study, apply it to the training of both the latent and
hyper latent bottlenecks of the Ballé model [4]. We call this
approach double-tail-drop (DTD).

We define the bottleneck B with C filters of size M ∗M
as B[C,M,M ]. Further, B[0:K,M,M ] denotes that we keep the
first K filters of the bottleneck and drop the others. For
simplicity, we define the loss function of an autoencoder
with K filter in the bottleneck as:

L(θ, ϕ,K) (10)

We define our loss function as the following multi-
objective optimization problem:

∀K∈{0,1,2,...,N} minL(θ, ϕ,K) (11)

A naı̈ve solution is weighted sum optimization to reduce

the problem to a single objective function as follows:

min
θ,ϕ

N∑
K=1

ωLL(θ, ϕ,K) (12)

Koike-Akino et al. [20] propose that stochastic tail-drop
regularization during training can be interpreted as a weight
ωL for MLP neural networks. During training, for each
batch, they draw a random number K from the uniform
distribution U(0, 1) and then drop K% last filters from the
bottleneck iteratively for T times. In other words, they
calculate the loss T times for each batch. The complex-
ity of this training is in order of O(epoch ∗ batch ∗ T ∗
Closs−complexity). Their approach is specifically designed
for MLP-based neural networks, is computationally heavy,
and is not directly applicable to multi-stage autoencoders
with auxiliary autoencoders and RD-Loss [3, 4, 26]. In the
next section, we close this gap.

3.3. ProgDTD

In this section, we introduce our double-tail-drop algo-
rithm and how we integrate it into multi-stage autoencoders
[3, 4, 26]. Then, we discuss the progressive behavior of our
model and explain how we extend the RD-Loss function to
support double-tail-drop.

3.3.1 Double-tail-drop

We extend the concept of tail-drop [20] to enable pro-
gressive image compression. During training, for each in-
put image, we draw a random number K uniformly from
U(u1, u2) and drop K% of the tail of the bottleneck for that
specific image. If we do the tail dropping for each image of
each batch, we distribute the knowledge like a CDF of uni-
form distributions U(u1, u2). Our experimentation results
show that the uniform distribution performs best among the
common distributions. Furthermore, when we calculate the
loss for each batch, we drop different percentages of each
image in the batch. This allows us to optimize for all of the
images in the batch simultaneously by calculating the gra-
dient signals in a way that considers different tail drops to
optimize the loss function (Eq. 11).

Figure 2 shows an example of the tail-drop for a batch of
size 6 and 8 filters in the bottleneck. With tail-drop training,
we force the model to update gradient signals so that the
first filters have more important information compared to
the later filters. This is because the first filters are involved
more frequently in the model training and dropped less of-
ten, whereas the final filters have less knowledge due to be-
ing dropped more frequently. The complexity of ProgDTD
is in order of O(epoch ∗ T ∗ Closs−complexity).
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Figure 3. The network architecture of the hyperprior model [4] with double-tail-drop. Quantization is represented by Q, and arithmetic
encoding and decoding are denoted by AE and AD, respectively. With the bitrate controller, we can determine the bitrate that we want to
have.

3.3.2 Double-tail-drop for ImageAnalysis and Hyper-
Analysis networks

ProgDTD is designed for CNN-based compression net-
works. To properly evaluate the benefits of ProgDTD, we
employ the hyperprior model [4], the fundamental architec-
ture for most of today’s learned image techniques. Figure 3
shows the position of the double-tail-drop in the Ballé (hy-
perprior) model. We employ two different tail-drop blocks:
one for the latent and one for the hyperlatent. As shown
in Algorithm 1, we drop a similar percentage in both tail-
drop blocks. Therefore we only employ one random num-
ber generator. For example, if we keep 30 percent of the
latent bottleneck Blat, we also keep 30 percent of the hy-
perlatent bottleneck Bhp. Nevertheless, we can apply tail-
drop with different random number generators, but based
on our results, the single generator performs better. The
reason is that we need to train the model in a way that puts
more important information in both bottlenecks simultane-
ously, which means if we want to send K% percent of both
bottlenecks, it can select the most important parts of the hy-
perprior and the latent at the same time. Algorithm 1 shows
the procedure of tail-drop training.

3.3.3 Exploring progressive behavior

As noted in the previous sections, we need to sample from
U(u1, u2) during the training of ProgDTD, and by set-
ting the range (u1, u2), we specify the range of scalabil-
ity. ProgDTD has the following limitation: If we set a wide
range of progressiveness, we lose some performance. For
example, if we set (u1 = 0, u2 = 1), our model can produce
scalable results starting from less than 0.01 bpp. However,
if we set (u1 = 0.3, u2 = 1), we can achieve better per-

formance with a narrower range of progressiveness. Thus,
by considering the application of the compression model,
we can specify the target bitrate range and train the model
on that specific range. In our evaluation in Section 4, we
further discuss and evaluate this effect, see Figures 6b, 5a,
5b.

After training our model with ProgDTD, we send data
in the bottlenecks according to its index. During training,
we drop values by setting them to zero. Further, on the
decoder side, we know the positions of the missing filters
and thus initialize these as zeros before feeding them with
the received filters into the decoder. Overall, this technique
leads to a significant reduction in the size of the compressed
images.

As discussed in Section 2, most of the existing deep
progressive models have limited steps in their scalability
of progressiveness [7, 36, 37, 40]. In contrast, in our ap-
proach, we achieve C × (u2 − u1) steps of scalability with
Blat[C,M,M ] as a bottleneck and U(u1, u2) as a random
number generator. For example, in our implementation,
which we adapted from Ballé [4], we have 196 progressive
steps with U(u1 = 0, u2 = 1) and 129 progressive steps
with U(u1 = 0.3, u2 = 1) (see Figures 6b, 5a, 5b).

3.3.4 Rate Distortion loss function

Since we do not send the dropped values to the decoder,
we must change the bitrate calculator to consider this drop-
ping during training. As shown in the Algorithm 1, we
remove the effect of dropped values by setting Plat[K :
C,Mh,Mh] and Php[K : C,Mh,Mh] to one.

Then we can rewrite Eq. 9 as:
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Figure 4. RD performance (MS-SSIM and PSNR) comparison of the proposed ProgDTD (trained with λ = 0.01, 0.05 and also with
U(0, 1) and U(0.3, 1) as the random number generator), non-progressive-Ballé (trained with λ = 0.0001, 0.001, 0.005, 0.01, 0.05) and
standard-Ballé (trained with λ = 0.01, 0.05), DPICT (2022) [24], JPEG2000 [32], Johnston (2018) et al. [16] and Torderici (2015) et
al. [36] on the KODAK dataset. Note that the non-progressive-Ballé (dashed line) is a collection of Ballé models which have been trained
with different λ, and it is not progressive.
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Figure 5. RD performance (MS-SSIM and PSNR) comparison of the proposed ProgDTD (trained with λ = 0.01, 0.05, 0.1, 1.0 and also
with U(0, 1) and U(0.3, 1) as the random number generator) on the KODAK dataset.

R+ λ ·D =Ex∼px [− log2 p′ŷ(ŷ)]
+Ex∼px [− log2 p′ẑ(ẑ)]
+λ · Ex∼px∥x− x̂∥22

(13)

where p′ẑ(ẑ) and p′ŷ(ŷ) are a modified version of pẑ(ẑ)
and pŷ(ŷ).

4. Evaluation
In this section, we evaluate the performance of

ProgDTD. We begin with a brief discussion of implemen-
tation details and datasets. Next, we present parameters be-
fore focusing on the performance evaluation. We conclude
this section with a discussion of the results.

4.1. Implementation and Datasets

For the model architecture, we build on the Ballé model
[4] and integrate ProgDTD into the implementation of the
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Figure 6. RA (Rate-Accuracy) performance of ProgDTD with same configuration like 4a, 4b, 5b, 5a. Note that the non-progressive-Ballé
(dashed line) is a collection of Ballé models which have been trained with different λ, and it is not progressive.

Ballé model by Facebook Research [27]. As datasets, we
use the Vimeo90k dataset [44] for training, and both the
KODAK [19] and ImageNet [11] datasets for evaluation.
For training, we extract 30,000 images with 256 × 256
patches from the Vimeo dataset, and we use the Adam [17]
optimizer with a batch size of 4 and a learning rate of
0.0001. We train the model for 150 epochs using MSE
as the loss function. As typical, we evaluate ProgDTD on
the KODAK dataset, which consists of 24 images of res-
olution 512 × 768. We resize the images to 512 × 512
and then extract four patches with a size of 256 × 256
each. Finally, we calculate the bitrates by bits per pixel
and evaluate our model using PSNR and MS-SSIM as met-
rics. As image compression is often combined with other
tasks such as classification, we – in addition – evaluate the
classification accuracy of EfficientNet-B0 [34] on the Im-
ageNet [11] dataset, which gets the reconstructed images
from ProgDTD as inputs.

4.2. Evaluation Setup

To evaluate our approach, we train our model with
λ = 0.01, 0.05 and the Ballé model with λ =
0.0001, 0.001, 0.005, 0.01, 0.05 and utilize U(0, 1) and
U(0.3, 1) as the ranges for random number generation in our
filters. First, we compare ProgDTD with non-progressive-
Ballé, trained for different lambdas, to show that ProgDTD
achieves comparable performance across different bitrates.
Second, since ProgDTD provides progressive image com-
pression, we compare our model and the standard Ballé
model with the same scenario of sending each filter by its
index. We call this standard-Ballé and show that it fails to
achieve good performance when reducing the bitrate.

4.3. RD-curves with MS-SSIM and PSNR

As discussed in the design section, ProgDTD has a trade-
off that needs to be evaluated: Prioritizing a broader range
of progressiveness will come at the cost of losing some per-
formance. Conversely, if we limit the range of progressive-
ness, we achieve better performance. Figure 4a presents
MS-SSIM and shows that ProgDTDλ=0.05

U(0,1) , which has
been trained with λ = 0.05 and U(0, 1), has a perfor-
mance closed to non-progressive-Ballé. In other words,
ProgDTDλ=0.05

U(0,1) provides progressive compression and
achieves a compression quality with a slight drop in MS-
SSIM when compared to the standard Ballé which has been
trained separately for different λ. We can compensate for
this decline in performance by limiting the range of the ran-
dom number generator U(u1, u2) and thereby limiting the
degree of progressiveness. For example, Figure 4a shows
that ProgDTDλ=0.05

U(0.3,1) reaches the same performance as
non-progressive-Ballé.

Next, we evaluate PSNR. Figure 4b shows that ProgDTD
can not reach the performance of non-progressive-Ballé in
terms of PSNR. This is due to the following reason: As
ProgDTD utilizes the tail-drop approach for training, the
last filters of the bottleneck are less involved in the training
and therefore receive less gradient to optimize. This leads
to the consequence that we can not use the full capacity of
the bottleneck. Since PSNR focuses on the actual values,
and we do not use the full capacity of the bottleneck, this
explains the decline in PSNR when compared to the perfor-
mance non-progressive-Ballé,

As discussed in Section 3, ProgDTD achieves progres-
sive compression by sending filters based on their index. In
Figures 4a and 4b we compare our model with standard-
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Ballé (trained separately for λ = 0.01, 0.05), which shows
the result of the standard Ballé model when we drop fil-
ters based on their index. Our results show that – unlike
standard-Ballé – our model has a graceful decrease in terms
of MS-SSIM and PSNR and outperforms standard-Ballé,
showing the effect of double-tail-drop training. To appro-
priately evaluate the performance of ProgDTD, we compare
it further to selected state-of-the-art models like DPICT
(2022) [24], JPEG2000 [32], Johnston (2018) et al. [16] and
Torderici (2015) et al. [36]. Figure 4a shows that our results
are comparable to or better than those of the aforementioned
models.

To visually evaluate the reconstruction performance of
ProgDTD and compare it to state of the art, we feed
one sample from the KODAK dataset to ProgDTD, non-
progressive-Ballé and standard-Ballé. Figure 1 plots the re-
constructed image for multiple compression levels. It shows
that ProgDTD and non-progressive-Ballé have a similar re-
construction result, meanwhile, the standard-Ballé model
does not have any good reconstruction as soon as we drop
from the bottleneck.

4.4. RD-curve with accuracy

One of the use cases of image and video compression is
for AI tasks. For example, suppose we have an edge device
that does not have the required hardware capability to run a
classification task but can compress and send data to a pow-
erful server over a network connection with variable band-
width [18, 25, 47, 48]. In such a case of variable bandwidth
(e.g., cellular connectivity) and especially when classifica-
tion tasks have a deadline, we argue that progressive image
compression provides substantial benefits.

In this scenario, we care about classification accuracy in-
stead of reconstruction metrics like PSNR and MS-SSIM,
which we discussed before. We feed the reconstructed im-
age to EfficientNet-B0 [34] and calculate the top-5 accuracy
to evaluate this. Figure 6a shows that ProgDTDλ=0.01

U(0,1)

and ProgDTDλ=0.05
U(0.3,1) with the smaller scalability ranges

outperform non-progressive-Ballé, while ProgDTDλ=0.05
U(0,1)

with the larger scalability range from 0 bpp to 1 bpp, has on
par performance compared to non-progressive-Ballé. More-
over, ProgDTD outperforms standard-Ballé since standard-
Ballé does not deal well with dropping parts of the bottle-
neck.

4.5. Discussion

Overall, our evaluation results show that ProgDTD
achieves a good and often even a comparable performance
compared to its non-progressive counterpart. However, de-
spite its benefits, the design of ProgDTD is limited. We
train the model by utilizing tail-drop, and by dropping from
the tail of the bottleneck, we are forcing the model to put
the most important information in the first filters. Because

of this, the last filters in the bottleneck are less involved in
the model training, and they will get less gradient to opti-
mize. In other words, with ProgDTD, we do not use the
full capacity of the bottleneck, as shown in Figures 5b, 5a,
and 6b. If we train our model with a high λ, we will get an
increased range of scalability, but at the same time, we lose
some performance in the smaller bitrates. In contrast, if we
train with a smaller λ, we achieve better performance at the
same bpp, but we have limited our progressiveness.

4.6. Efficiency of ProgDTD

As we mentioned, ProgDTD is a training method that
transforms non-progressive compression models to progres-
sive ones and does not add any parameters or complexity
to the base model. Therefore, the encoding and decoding
times remain the same. Like other learned progressive com-
pression models [24, 36], we only add decoding time by
iterating the decoder when we want to load an image pro-
gressively. However, when receiving incomplete data due to
time-critical constraints, by running the decoder only once
after the cut-off time, we can have a preview of the image
even with a small portion of the data, which would not work
for a non-progressive model, as shown in Figures 4a, 4b,6a.

5. Conclusions

This paper presents ProgDTD, a training approach that
transforms non-progressive image compression methods
into progressive ones. The idea behind ProgDTD is based
on the fact that information stored within the bottleneck of a
compression model can have varying levels of importance.
ProgDTD modifies the training steps to prioritize data stor-
age in the bottleneck based on its importance and transmits
the data based on their level of importance to achieve pro-
gressive compression. This technique is designed for CNN-
based learned image compression models and requires no
additional parameters. We use the hyperprior model, a fun-
damental structure of learned image compression methods,
to evaluate the effectiveness of ProgDTD. Our experimental
results show that ProgDTD performs comparably to its non-
progressive counterparts and other state-of-the-art progres-
sive models in terms of MS-SSIM and accuracy. For our fu-
ture work, we will explore the performance of ProgDTD on
other learned compression models to verify that ProgDTD
works with any CNN-based model.
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