
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

CVPR
#93

CVPR
#93

CVPR 2023 Submission #93. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Response to Reviewer’s Comments on paper 93

We thank the reviewers for their critical assessment of
our work. In the following, we address their comments
point by point.

A. Response to comments
A.1. Reviewer 1

Reply to review point 1.1:
We remove redundant and misleading information from

the manuscript. We changed our title to ”Lightweight Real-
Time Image Super-Resolution Network for 4K images”. We
frame our paper to lightweight Image SR with 4K images.
Reply to review point 1.2:

We add extra qualitative results for X2 SISR in section
4.3. example of results is as follows:

Figure 1. image 896 from DIV2K

Reply to review point 1.3:
We combined tables 3 and 4 into one table for ease of

comparison in section 4.3. And We added challenge bench-
mark reference and provided network RTSRN in tables.
Reply to review point 1.4:

We added lightweight SR transformer-based methods
in related work, Other methods such as transformer-based
SISR have been researched [2] [5], showing significant per-
formance improvements compared to other existing super-
resolution techniques.” And we also add citations about
other methods [1, 4, 6] in related work
Reply to review point 1.5:

We calculate the additional metrics PSNR-Y and add
them to Table 2. Also, We add the results of the method
in the NTIRE2023 Real-Time Super-Resolution test set in
table 1 and compare it with Bicubic and the top teams.
Reply to review point 1.6:

We added the results of the method in the NTIRE2023
Real-Time Super-Resolution test set in table 1 and included
baseline methods.
Reply to review point 1.7:

We added the citation of GitHub repositories. The score
is calculated by NTIRE2023 evaluation script [3].
Reply to review point 1.8:

Scale Network NTIRE2023 test

PSNR SSIM PSNR (Y) Inference Time

X2

Bicubuc 33.92 0.8829 36.66 0.45
Noah TerminalVision 35.02 0.8957 37.74 3.19

ALONG 34.68 0.8906 37.38 1.91
RTVSR 34.71 0.8910 37.50 2.24

Team OV 34.62 0.8899 37.45 2.91
Proposed work 35.02 0.8948 37.76 11.19

X3

Bicubuc 31.30 0.8246 33.82 0.5
Aselsan Research 32.06 0.8344 34.56 1.17

Team OV 32.17 0.8376 34.72 1.51
ALONG 32.18 0.8367 34.66 1.66
RTVSR 32.22 0.8372 34.77 1.96

Proposed work 32.59 0.8446 35.05 5.47

Table 1. Test phase results of NTIRE2023 Real-Time Super-
Resolution Track1 and Track2

We added the GitHub repository in the
Abstract section. The code is available at
https://github.com/Ganzooo/LRSRN.git.
Reply to review point 1.9:

We add citations for NTIRE Challenge 4K benchmark
testset in section 4.3.

A.2. Reviewer 2

Reply to review point:
Thank you for your review. We will improve our model

for future work to be more efficient and complete.
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