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Abstract

Researchers from different market domains have made
significant developments in Artificial Intelligence (AI) en-
abling more advanced automated sensing systems and, thus,
eliminating the need for the time-consuming manual anal-
ysis of data, which is prone to human errors. However,
successful deployment of such systems in real world ap-
plications requires careful design and analysis of the pro-
posed models. This work focuses on perception done on
Unmanned Aerial Vehicles (UAV) using multi-task learn-
ing. There are multiple challenges when considering such
platforms. First of all, they often operate in difficult and
dynamic conditions affected by various factors, such as
background noises, ego-noise of the motors and occluded
views. At the same time, they require high performance
local compute, co-designed with optimized software solu-
tions that meet small size, weight, and power (SWaP) re-
quirements. Therefore, the AI models designed for such sys-
tems should not introduce computational and memory over-
heads to allow for real time processing at the embedded
edge. Taking this into account, this work proposes a novel
neural network-based system that utilizes ensemble-guided
modulations of audio path fused with the infrared (IR) vi-
sual embedding using the attention mechanism. The en-
semble mechanism doesn’t require spawning new ensemble
members, but instead operates on FiLM (Feature-wise Lin-
ear Modulation) activation, making it suitable for resource-
constraints embedded edge platforms. The performed ex-
periments show that the proposed network outperforms a
single FiLM network by 15% and is more robust to noise.

1. Introduction

Commercial industry and the Department of Defense
(DoD) are investing billions of dollars into Artificial Intelli-

gence (AI) and Machine Learning (ML) development. The
market for AI/ML related technology is expected to grow
thirty percent year over year to become a 1.3 trillion dollar
market by 2030 [14,30]. A large part of this market is antici-
pated to focus on object detection and monitoring tasks such
as aerial imagery analysis for disaster response [20, 40],
wildfire detection [7, 33, 46], automatic target recognition
(ATR) [16, 47], and self-driving cars [31]. AI/ML plays a
pivotal role expanding this technology because of it’s abil-
ity to help detect elements of interest without labor intensive
human effort processing vast amounts of collected data. For
example, its projected that there are more than 100 terabytes
of imagery data collected every day by commercial organi-
zations [26]. These large volumes of data are overwhelm-
ing analysts, meaning valuable information about disasters,
troop movements, or environmental change are going un-
detected or ineffectively exploited. This exponentially in-
creasing trove of data is directly driving growing interest in
AI/ML since it will be required to ensure data is processed
at the speed of relevance and decision making.

Often this type of AI/ML facilitated processing is done
using deep machine learning techniques like convolutional
neural networks (CNNs). These networks use imagery data
and vast training data sets to detect objects or events of
interest so action can be taken. However, imagery can
only provide so much context and is limited by clear line
of sight requirements, which often limits the technologies
applicability in smoke or cloud occluded imagery or de-
tecting targets in other occluded environments such as ur-
ban terrain. Consequently, AI/ML models can be relegated
to addressing only elementary detection cases or non-ideal
real world conditions might cause them to miss important
events. However, as the market for AI/ML continues to ex-
pand and these models become integrated into critical sys-
tems, more robust means of detection need to be developed
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to increase model resiliency [22, 27, 39]. One such way of
increasing AI/ML detection resiliency involves fusing aux-
iliary pieces of information into the model besides imagery
to provide added context. These deep learning fusion mod-
els have the potential to help provide more robust detec-
tion models, resilient to real world conditions. One such
promising auxiliary source of information demonstrated in
literature is audio. To date literature has shown the promise
of this work, but has yet to address fundamental challenges
such as data set drift that often occurs when deploying mod-
els. This is especially relevant for audio information since
elements of the data such as background noise can change
drastically based on the operational environment. For ex-
ample, surveillance drones trained to detect troop move-
ments in occluded urban environments using audio fusion
could be sensitive to the background noise domain shift
when deployed. As a result, additional development should
focus on identifying how robust these fusion models are to
data set drift.

Work in this paper begins to build more robust deep
learning object detection models that are resilient to in field
data shifts by using ensembles plus fused audio and video
information. Contributions of this paper are: 1) verification
of applicability of the drone data set with unsynchronized
audio and visual signals to the task of IR and Audio Embed-
ding Fusion in a transformer-based classification model; 2)
improvement of the architecture with ensemble of vision-
guided modulations of audio embeddings; 3) experiments
are performed on noise introduced to audio, vision, and both
modalities to verify robustness of the proposed ensemble-
based solution. The code will be publicly available.

2. Related Work
Historically, detection of airborne platforms has been a

function of early warning systems, such as the Airborne
Warning and Control System (AWACS). These systems are
installed on platforms such as the E-3 Sentry, a modified
commercial airplane that includes a rotating radar dome.
This allows the system to detect objects at a range of about
250 miles, and can be paired with an Identification Friend
or Foe (IFF) system to differentiate between the objects de-
tected [6].

While these systems have been useful and proven in the
past, as there have been more advancements in sensor devel-
opment, it is necessary to consider other potential modali-
ties that could contribute to a more complete understanding
of the operational space. Additionally, technological ad-
vancement in the field of unmanned aerial vehicles (UAVs)
has led to more accessibility of such platforms to the gen-
eral public, and potentially adversarial actors. Small UAVs
can quickly become dangerous threats to engines of large
platforms by causing Foreign Object Damage (FOD) in-
cidents [21] or could be used for spying. Such potential

threats need to be detectable for navigation and contingency
planning. The ability to make sense of different types of
data could provide better context.

Hengy et. al describes the usage of a heterogeneous sen-
sor network composed of acoustic antennas, radar systems,
and optical sensors to detect, localize, and classify UAVs.
[10]. They found that each of these modalities complement
each other with regard to obtaining accurate position infor-
mation. Zhang et. al looked at using an end-to-end track-
ing framework for fusing the Red-Green-Blue (RGB) and
Thermal Infrared (TIR) modalities [45]. They compared the
performance of the fusion mechanism with single modality
models, and found significant improvement. Hardejewicz,
et. al describes the usage of fusion of non-coherent signals
from independent radars working in different bands to de-
tect small radar cross section (RCS) targets [2]. They com-
pared the target detection probability of the fusion method
with the target detection probability of single-band radars
and found significant improvement. Diamantidou et. al pro-
posed a general fusion neural network framework to merge
features extracted from various single modality models and
increase detection and classification accuracy [5]. They
compared their approach with uni-modal approaches and
found significant performance improvements. McCoy et.
al developed an ensemble deep learning framework that in-
cludes hybrid synthetic and deep features for detection and
classification of UAVs by combining acoustic, optical, and
wireless radio frequency (RF) signals [24]. After perform-
ing experiments, they found that their proposed approach
outperforms existing approaches for UAV detection.

However, the introduced ensemble solution used a com-
bination of separate models, which leads to increased com-
putational and memory overhead and is not aligned with
SWaP requirements which are critical for UAVs. As such,
the approach presented in this study introduces a multi-task
learning solution with performance on par with ensembles,
but without the need of introducing additional model mem-
bers. The activations of the audio path are conditioned using
the ensemble of IR features, which improves the robustness
and accuracy of aerial vehicle classification. To the best of
our knowledge such an approach has not been conducted in
the attention-based sensor fusion networks before.

3. Methodology

In this section, the methodology used for multi-sensor
aerial vehicle classification is described. At first, the data
set generation and preparation approach is explained, fol-
lowed by the detailed specification of the neural network
used for the analysed task, including overview of the pro-
posed ensemble-based vision-guided modulations of audio
signals.
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Figure 1. Examples of IR frames used in the study, (a-b): drone, (c-d): helicopter

3.1. Data set generation

This work addresses the problem of limited classification
capabilities and sensitivity to lighting conditions of visible
spectrum-based systems by proposing the network for per-
ception using IR and audio sensor fusion. The analysis is
performed using the Drone Detection data set [35]. It con-
tains 90 audio and 650 visual recordings (365 IR and 285
visible, ten seconds each), with a total of 203,328 manual
annotations (done in the Matlab labeller application [34])
covering drone, helicopter, airplane, and bird categories.
The IR camera used for data collection is the FLIR Breach
PTQ-136 device with the Boson detector, capable of cap-
turing frames with a resolution of 320×256 pixels in a Y16
16-bit grey scale format. The audio is recorded using the
Boya BYMM1 mini cardioid directional microphone and
contains the drone and helicopter sounds only. Since the
visible spectrum sequences available in the data set are not
used in this study, the details for the RGB sensor is omit-
ted. The data was captured in 3 different locations using
3 drones varying in size and the offered performance. The
farthest sensor to target distance for the recorded ’drone’
sequences was 200m. In addition, the data has been ex-
tended with non-copyrighted material from YouTube to in-
crease the number of samples in the helicopter and aircraft
categories, a task difficult to capture by the authors.

The authors of the data set have also proposed a deep-
learning based system for the aerial vehicle classification
and detection task. However, the solution proposed along
with the data set significantly differs from the network pre-
sented in this study, especially in the way the sensor fu-
sion is implemented. The Drone Detection solution uses
the weighted sum of classification scores produced by the
YOLO detector [29] and the LSTM audio signal classifica-
tor [15], but all networks are run separately. Our approach
performs a multi-modal temporal fusion of extracted em-
beddings in a single transformer block, what is described in
detail in the next subsection.

The available data set was not designed for the joint fu-
sion of visual and audio data. Originally, the audio record-
ings were provided independently of the frame sequences
without the synchronization. Since the network proposed

in this work uses a multi-modal temporal attention block
for sensor fusion, the input data has to be represented by
both modalities. However, post-recording synchronization
of both inputs without information about data collection
timestamp and location is not straightforward. Taking this
into account, an interesting research question is whether the
vision signal can be used for guiding audio embedding even
though visual and auditory samples lack temporal synchro-
nization and may not correspond to the same distance of the
object to the sensor.

To verify this claim, a new data set was constructed from
the available samples by merging available audio and IR
samples and feeding them jointly into the proposed model.
Given the differences in the number of visual and audio
samples, some of the audio signals were merged with a few
different image sequences. However, to ensure a fair eval-
uation process, the split between the train, validation, and
test set was executed ensuring no overlap between audio
recordings across these sets. The data set was cleaned from
a few samples with no aerial vehicle in the view and was
further augmented using random crop, rotation and flip. As
mentioned before, the audio clips were covering only two
categories (drone and helicopter), thus, the proposed net-
work was designed as a binary classificator of these two
classes. The remaining categories of IR sequences were
skipped. Examples of the frames extracted from the final
data set are presented in Fig. 1.

During the augmentation process, the up-sampling tech-
nique was also used to increase samples in the minority cat-
egory (helicopter) and mitigate the class imbalance prob-
lem. The final data set consists of 224 drone and 214 he-
licopter 10-sec 30FPS recordings with both visual and au-
ditory data in each sample (318, 60, and 60 in train, val,
and test sets, respectively). There was no overlap in either
visual or auditory information across sets.

3.2. Multi-sensor Aerial Vehicle Classification

Multi-level Attention Fusion Network (MAFNet) pro-
posed by Brousmiche M. et al. [4] has been designed for
audio-visual event recognition from the visible spectrum
data. MAFNet has been proved to outperform models that
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Figure 2. MENSA architecture extending MAFNet with
ensemble-guided conditions of audio embeddings to improve its
robustness to noisy data present in UAV platforms. Proposed block
marked in blue - linear modulations of audio embeddings concate-
nated with visual features are fed to the multimodal temporal at-
tention block, modulation parameters of the introduced FiLM en-
semble are marked in orange.

rely on the visual input only in majority of the analysed
scenarios. Taking into account the successful results of this
network, the solution presented in this study is built on top
of this architecture, improving its performance and robust-
ness to the higher level of noise present in the Unmanned
Aerial Vehicle platforms [23] by guiding the audio modal-
ity with ensemble of linear modulations instead of a single
FiLM layer [28]. The proposed model is called MENSA -
Multi-sensor Ensemble-guided Attention Network.

3.2.1 High level network overview

Fig.2 presents the overview of the MENSA architecture.
Following [37], visual and audio embeddings are extracted
from t non-overlapping 1-sec segments extracted from each
input video using pre-trained MAFNet convolutional fea-
ture extractors. Thus, each video is represented by two rep-
resentations of a size height H , by width W , by depth D:
Ra audio and Rv vision, where Ra = {F a

1 ...F
a
T }, F a

t ∈
RWaxHaxDa and Rv = {F v

1 ...F
v
T }, F v

t ∈ RWvxHvxDv .
After that, the visual embedding is used to condition the
audio representation by giving varying importance to dif-
ferent audio features. Contrary to the previous work [4],
we do not use a single lateral connection between Ra and
Rv , but rather introduce an ensemble of E linear modula-
tions [38], allowing to capture more complex audio-vision
dependencies. Audio signal features weighted by the γ and
β parameters calculates as the function of the Rv are aver-
aged and passed to the subsequent network blocks simul-

taneously with the Rv . These blocks (Time Dist) apply
the linear mapping to every temporal slice of an input. The
calculated features are reduced using another linear map-
ping layer to allow for adjusting feature selection during the
model training, contrary to the MAFNet network that uses
average pooling. To avoid overfitting of such topology with
more parameters, the dropout is applied directly after the
dense layers [32]. Next, the audio and visual features are
concatenated and fed to the modality and temporal atten-
tion module. As analysed in previous studies, other more
complex fusion methods have already been proposed, such
as, multi-modal compact bilinear pooling (MCB) [8] or the
multi-modal residual fusion (DMR) [37], but they have been
proven to lead to a decline in performance in similar audio
vision fusion classification tasks [4].

The modality and temporal attention module learns the
attention scores for vision αv

T , and audio αa
T and weight

both feature maps to generate the final fused representation
of the input data. Finally, the constructed representation is
fed to the fully connected layer followed by the softmax
activation to obtain confidence scores for each class.

3.2.2 Ensemble-guided conditioning of audio

The Ensemble-guided conditioning of audio is explained
first by introducing the concept of the Feature-wise Linear
Modulation (FiLM) layer, proposed in [3].

The FiLM layer introduces a lateral connection between
inputs from different sensor types and thus improves the
prediction performance compared to the simple fusion [4].
Formally, the FiLM layer can be used to condition one path
with parameters γm and βm learnt as functions f and h of
features extracted from the other path, where in our case m
corresponds to either v vision or a audio. Thus, parameters
used to condition audio γa and βa, are computed as:

γa = f(Rv), βa = h(Rv) (1)

Parameters used to condition vision (γv and βv) would be
computed is an equivalent way using the audio representa-
tion Ra. However, following [3], it has been shown that the
best results are achieved when visual representation condi-
tions the audio path. Thus, only the lateral connection from
vision to audio is utilized in this work, and the connection in
the opposite direction is not used. Therefore, for simplicity
a sub-index is omitted from notations thereafter. Functions
f and h are implemented as fully connected layers in our
work to manipulate audio feature maps according to the vi-
sual input with the affine transformations. The output from
the FiLM layer is defined as the Hadamard (element-wise)
product:

FiLM(Ra|γa, βa) = γa ⊙Ra + βa (2)
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This work also exploits a possible interaction between
different sensor types, but goes one step further and in-
troduces the FiLM Ensemble layer [38] for modulation of
one modality with features from the other. The FiLM En-
semble [38] was proposed following the original FiLM im-
plementation [3] to extend the idea of sensors decoupling
due to the problem of uncertainty quantification. We argue
that it’s equally important in the multi-task learning used in
the real world perception tasks on UAV platforms. Over-
confident and uncalibrated prediction models are not able
to behave robustly in the presence of noise and data im-
perfection. However, a simple ensemble of models lead
to the computational overhead and increased memory uti-
lization [41], which is not suitable for embedded edge plat-
forms [18], especially UAVs for which low size, weight,
and power (SWaP) requirements are crucial [17]. Taking
this into account, the FiLM ensemble is introduced as the
modulation of the network activations only. Specifically,
the equation 3 is extended to compute E number of param-
eters:

γe = fe(Rv), βe = he(Rv) (3)

where e ∈ {1, ..., E} denotes the number of ensemble.
Then, the FiLM layer is calculated per each ensemble:

FiLM(Ra|γe, βe) = γe ⊙Ra + βe (4)

and the final output of the introduced FiLM ensemble block
is computed as:

1

E

E∑
e=1

ye (5)

where ye is calculated during training for each ensemble
member as ye = fθ,γe,βe

(Rv), alltrainableparametersθ
are shared across ensembles except the computed FiLM pa-
rameters. All parameters are optimized together to optimize
the loss function of the classification model. The loss func-
tion used in the study is the cross entropy loss.

By introducing such ensembles, we can obtain calibrated
estimations of the model prediction uncertainties, which im-
proves robustness to noise. Experimental analysis of this
claim is presented in the following section.

3.2.3 Training techniques

As in [4], each clip is split into T = 10 segments. We
also reuse ImageNet pretrained model DenseNet [12] for
extraction of visual embeddings (size 7x7x1920) without
additional tuning of the model and the Audio set pretrained
VGG model [11] for extraction of audio embeddings (size
12x8x512) without additional tuning as well.

The number of filters in residuals and fully connected
layers is 512, followed by the batch normalization with pa-
rameters calculated as a moving average. The network is
trained with cross-entropy loss and adam optimizer. The

Figure 3. Validation accuracy for top 10 best runs, number at the
end of the sweep name corresponds to the ensemble count.

Figure 4. Cross Entropy Loss grouped by ensemble

learning rate parameter is selected using the grid search
along with the number of ensemble, described in detail in
the experimental analysis section. In addition to the stan-
dard training procedure, we also exploit additional well-
known techniques that prevent overfitting, such as learning
rate decay (0.9 each step), L1, L2 regularization (0.01) and
dropout following dense layers (0.2). The training exit cri-
teria is defined using the early stopping based on the vali-
dation accuracy is done with patience set to 50-100 epochs
(searchable parameter).

In multi-modal training, both modalities have different
speed of convergence. The visual path backpropagation step
is randomly dropped, allowing the audio path to train longer
[43].

4. Experimental results

The proposed network is evaluated with the publicly
available Drone Detection data set, and pre-processed for
the binary classification task addressed in this study. All hy-
perparameters, except the ones analyzed in the given exper-
iment, remain unchanged. The model is trained on NVIDIA
A100 GPU with 64GB memory using the Keras frame-
work [9]. Grid search was performed using the sweep agent
feature of the Weights and Biases framework [1].
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Configuration, 10 best Test accuracy, top1 [%]

ens = 6, lr = 9.00e− 05 96.67
ens = 10, lr = 5.00e− 05 93.33
ens = 8, lr = 9.00e− 05 94.99
ens = 7, lr = 5.00e− 05 94.99
ens = 2, lr = 5.00e− 05 93.33
ens = 10, lr = 7.00e− 06 91.66
ens = 7, lr = 9.00e− 05 91.66
ens = 6, lr = 5.00e− 05 91.66
ens = 4, lr = 9.00e− 05 91.66
ens = 9, lr = 5.00e− 05 89.99

ens = 1, lr = 5.00e− 05 80.00

Table 1. Accuracy achieved for different hyperparameter configu-
rations. Proposed ensemble-based model outperforms the network
with a single FiLM layer (ens=1 - original MAFNet model).

4.1. Experiments with ensemble count

The proposed MENSA model was trained with varying
numbers of the ensembles and included multiple lateral con-
nections and modulating audio features to validate the anal-
ysis. The increased number of ensembles also increased the
number of network parameters. The learning rate was con-
figurable during the search to allow for a slower optimiza-
tion process and eliminate the risk of overfitting. Experi-
mental analysis focused on selecting the best hyperparam-
eters from the ensemble count in the range of {1 : 10 : 1}
and learning rate from the set of the following values:
{1.00e−05, 3.00e−05, 5.00e−05, 7.00e−05, 9.00e−05}.
Table 1 presents the 10 best configurations leading to the
highest top1 accuracy achieved on the test set. The plot in
Fig. 3 captures similar information but was obtained during
training on the validation set. The loss function grouped
by the ensemble is shown in Fig. 4. In all cases, the fi-
nal loss is very close across different ensemble numbers
(mean = 5.7 ∓ 0.03). Test accuracy values show sig-
nificant differences, proving the robustness of the proposed
ensembles.

Fig. 5 shows the relationship between the test accuracy
(top1 [%]) averaged across all runs for a given ensemble
number and the ensemble count. Based on the achieved re-
sults, the increased number of ensembles can result in up
to 10% performance gain when using 6-7 branches instead
of the single FiLM layer as proposed in previous studies.
However, the number of ensembles has to be carefully se-
lected for a given problem since the large number of en-
sembles can introduce too many parameters. This creates a
difficult convergence problem, and thus decreased accuracy
(ensemble #10).

Figure 5. Average test accuracy vs number of ensemble

4.2. Experiments with noisy data

As proven in existing studies, one of the advantages
of multiple classifier systems is an increased robustness to
noise and other imperfections in data [25]. This feature is
particularly important in the UAV domain addressed in this
work since the ego-noise is a very common problem in such
platforms [13]. This potentially leads to greater difficulties
in the detection of other aerial vehicles. To verify whether
the introduced ensemble-guided modulation of embeddings
helps with mitigating impact of the noise on the classifica-
tion capabilities, the sequences in the test set were modified
and used for analysis of robustness of the MENSA to noisy
data. Specifically, the ffmpeg tool was used to introduce
a random noise to: a) audio channel, b) visual represen-
tation, c) both. In all scenarios the level of the noise was
randomly selected from the range of 2500-5000 with the
variable frequency of bytes in the packet being modified.
Examples of the corrupted image and audio data are pre-
sented in Fig. 6. All model variants, previously trained on
non-corrupted data, were tested using the test set with intro-
duced noise. Table 2 shows the deviation in the test accu-
racy from the result obtained on the original test set for each
analysed scenario (the smaller the value, the better, with the
best result marked in blue and the second best marked in
orange). It can be seen that all models, including ensemble
1, are much less sensitive to the audio noise. Yet, ensem-
ble 2 allowed for a complete recovery of the performance,
while ensemble 10 led to the biggest accuracy degradation.
In case of the visual noise, the findings are much more inter-
esting. Ensemble 1 (with a single FiLM layer as proposed
in previous studies) resulted in more than a 30% accuracy
drop. At the same time, ensemble 6 was almost completely
prone to the introduced noise, leading to only 4% decrease
in the accuracy. Similarly, for the combined noise, almost
all ensembles were better than the single FiLM layer, prov-
ing the robustness of the proposed solution to noise and data
imperfections, which are much more likely to occur in real-
life scenarios.
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(a) Image - random noise (b) Original image (c) Spectrogram - random noise (d) Spectrogram - original recording

Figure 6. Examples of data with introduced noise.

Test accuracy decrease [%]
Ensemble Audio noise Vision noise Audio & Vision

MAFNet 0.69 31.72 26.57
2 0.00 23.72 15.38
3 0.63 19.44 22.77
4 0.63 11.17 20.25
5 0.96 4.17 9.61
6 0.61 10.15 13.49
7 1.86 16.62 21.73
8 0.64 20.75 16.23
9 0.62 19.41 24.52
10 2.57 9.83 15.46

Table 2. Decrease of the test accuracy achieved on noisy data com-
pared to the results achieved on non-noisy data (the smaller the
better - meaning the model is more robust to the distortion). Pro-
posed ensemble-based models (ensemble 2 and more) outperforms
the network with a single FiLM layer. Blue - the best, orange - the
second best per each noise type.

5. Discussion

The presented study proposed the extended version of
the multi-modal attention-based fusion network used for
combining visual and auditory inputs in the aerial vehicle
classification task. Specifically, the modulation of audio
path guided by visual representation was done using the
ensembles updating the activations of the FiLM block, in-
stead of initializing separate ensemble members. This in-
creases performance without significant computational cost
or memory demand overheads.

Performed experiments proved that the introduced ap-
proach leads to better accuracy (15% gain) in aerial vehicle
classification task on the publicly available multi-task learn-
ing Drone Detection data set even though both paths were
lacking temporal synchronization. However, in-depth anal-
ysis showed that the number of ensembles leading to the in-
creased accuracy saturates at some point, causing the accu-
racy to drop again after too many members are introduced.
Thus, a careful evaluation is needed on a per case basis to
identify the best configuration. This can be achieved us-
ing the sweep-based search of hyper-parameters, as accom-

plished in this work.

As discussed earlier, various noise sources often affect
data collected on UAV platforms, which were considered in
this study, thus, standard, usually uncalibrated neural net-
works may not be sufficient in creating robust predictions.
Ensemble-based approach helps to mitigate this problem,
but does not meet important SWaP requirements. Due to
the characteristics and design of the ensemble method in-
troduced in this study, the memory and computational over-
heads have not increased, which has a practical value for
real world applications on UAV platforms. As shown in
the performed experiments, the proposed ensemble-based
MENSA model help with restoring classification accuracy
on noisy data compared to the single FiLM-based network.
This was particularly important in case of the vision noise,
where accuracy may drop by as much as 30% if no ensem-
ble is used.

Although preliminary results are satisfactory, further
evaluation of the introduced technique is needed to prove
its applicability and generalization capabilities. In future
work, MENSA will be evaluated on other data sets. Since
the number of publicly available multi-task aerial databases
is limited, we may have to collect such samples ourselves
or use synthetic data generators, e.g., diffusion models [44].
Similar experiments will be performed using different back-
bones for the feature extraction step of the pipeline. Addi-
tional modification of the network may lead to even better
performance since heat flow in objects detected in thermal
imagery can be more blurred than visible light spectrum
images. As shown in the literature, increase of the recep-
tive field, when dealing with IR data, improves accuracy of
classification, object detection, and super resolution mod-
els [19]. We will explore such modification in future work,
along with models used for improving quality of thermal
data, e.g., denoising or deblurring [36]. Finally, the work
will be also compared with single-modality solutions, e.g.,
object detection from visual data only, without the audio
signal [42].

351



6. Conclusion

Multi-sensor models with ensemble modulations in-
crease accuracy by at least 15% and are better at address-
ing noisy data, key variables of effective implementation
of machine learning in any platform. Overlaying data col-
lected from different types of sensors with the ability to re-
duce noise and excess data yields more precise situational
awareness and decision making for operators and analysts.
It will also extend dwell time over target areas of interest as
operators will no longer have to waste additional time col-
lecting over larger swaths of areas that are not germane to
their intended collection efforts. This layering and effective
noise reduction allows for greater speed and precision when
searching for the proverbial needle in the haystack and will
allow for a more complete and informed target picture for
users to exploit.
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