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Abstract

KBody is a method for fitting a low-dimensional body
model to an image. It follows a predict-and-optimize ap-
proach, relying on data-driven model estimates for the con-
straints that will be used to solve for the body’s parame-
ters. Acknowledging the importance of high quality cor-
respondences, it leverages “virtual joints” to improve fit-
ting performance, disentangles the optimization between
the pose and shape parameters, and integrates asymmet-
ric distance fields to strike a balance in terms of pose and
shape capturing capacity, as well as pixel alignment. We
also show that generative model inversion offers a strong
appearance prior that can be used to complete partial hu-
man images and used as a building block for generalized
and robust monocular body fitting. Project page: https:
//klothed.github.io/KBody .

1. Introduction
Machine perception of humans in images has seen re-

markable progress recent years. This rapid advance has
been the combined result of datasets like MS-COCO [44],
the evolution of data-driven methods [24, 62], and mod-
ern parametric human body representations that are com-
pact and continuously differentiable [46, 71]. Estimating
the parameters of a dynamic human body is a cornerstone
for human-centric applications such as virtual try-on based
e-commerce [39], avatar creation for virtual presence [43],
and performance analysis for virtual coaching [19]. Multi-
view configurations offer robust estimations in challenging
conditions [13]. This is a result of strongly-constraining
the problem, and the same cannot be said for the ill-posed
monocular case, which is nonetheless, the foundation of
many consumer-facing products.

Despite the significant progress, high-quality monocular
human body estimation in-the-wild remains elusive due to
the challenges arising from the problem formulation itself
and the limitations of available constraints. From an ab-
stracted point of view, estimating the human body from a
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Figure 1. Flexible, pixel aligned, accurate body pose and shape
capture is the challenging, yet ultimate goal of monocular expres-
sive body fitting. KBody is a general approach that improves the
balance between all 3 traits using a predict-and-optimize approach
while also gracefully handling partial images.

single image corresponds to estimating the articulation pa-
rameters θ ∈ SO(3)P , the shape parameters β ∈ RB and
the global transformation T = [R t

0 1 ]. These parameters
reconstruct the human mesh (V,F) = H(θ,β,T) via the
body function H. Two dominant classes of approach exist.
The first fits the body by minimizing an objective [10, 51]:

argmin
θ,β,T

Edata + Eprior, (1)

that includes a data fitting term, Edata, and Eprior, an im-
portant prior regularization term to prevent degenerate so-
lutions and provide additional constraints to alleviate the
ill-posedness of the problem. The constraints involved in
the data term most typically include 2D keypoints [51], that
are typically inferred by a data-driven method [12]. While
the prior term helps, 2D keypoints usually lead to solutions
that suffer from monocular ambiguity, producing poor re-
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sults from a 3D accuracy perspective. The second class
of approach consists of data-driven methods that encode a
learned prior in the parameters, χ, of a neural network, f ,
and perform monocular inference:

(θ,β,T,π) = fχ(I), (2)

with π being the – typically weak perspective / orthographic
– projection parameters that best explain the image content
using the estimated parameters. As the neural network func-
tion fχ is supervised, it preserves 3D awareness but usually
suffers from predictions with poor pixel alignment, and bias
due to the long tailed distribution of data [53].

Another challenge that also hinders high-quality pixel
alignment is the conflict between the pose θ and shape
β, that are entangled though H. Early works [15, 51] fo-
cused on the difficult problem of pose capturing foremost,
with proper shape being an unaccomplished side-objective.
Yet as progress was made, it became evident that inaccu-
rate shape was hindering further advances, with more recent
works [14,16] focusing on higher quality shape capture, but
seemingly, at the cost of poorer pose estimation.

In-the-wild images introduce additional challenges,
some of which are only partly addressed by complex aug-
mentation schemes [67, 68], and others, like missing in-
formation in partial human images, which is prevalent in
some domains, are challenging to overcome. For fitting
approaches the prior terms are not sufficient to regularize
the optimization process when keypoints are missing, while
data-driven methods can only extrapolate up to the train-
ing data distribution’s capacity. Overall, achieving pixel-
aligned estimates that are metrically correct (in world scale,
not up to an unknown scale factor), and doing so robustly
for a wide range of inputs remains a significant challenge.

In this work, we present a general framework for esti-
mating whole-body human parameters from a single image.
Our goal is to deliver robust estimates, for a variety of in-
puts, while preserving pixel alignment and proper 3D es-
timations as much as possible, as well as to capture shape
cues and pose information simultaneously, as seen in Fig. 1.
More specifically, our contributions are the following:

• We improve fitting quality by introducing virtual
joints, adapted to fit the estimated data, and allowing
for smooth interplay with silhouette constraints, ex-
pressed as an asymmetric distance field. We addition-
ally show how disentangling the optimization process
allows for improved joint shape and pose estimates.

• We present an appearance prior based approach to han-
dle images with missing information by completing
them in a structurally plausible manner. Plausibility
is enough for inferring constraints on the hallucinated
parts which enable higher quality fits on partial images.

2. Related Work
Estimating parametric human models from images is a

rapidly evolving area forming a complex landscape of data,
models, and training strategies, as discussed in a recent sur-
vey [50] and benchmark [64] papers. Several parametric hu-
man body models, including STAR [48], GHUM [4,71] and
most recently SUPR [49] have been released, but we will
focus on the expressive variant of SMPL, SMPL-X [51].

2.1. Single-shot estimation methods

Pioneering the transition from keypoint estimation to
full-body estimation involved the direct regression of low-
dimensional body parameters from a single image [28].
The method was supervised using keypoint annotations and
thus, end-to-end training was achieved after also regress-
ing the camera parameters that would project the articulated
body joints to correct positions. Regularization was applied
in the form of a discriminator for the estimated pose and
shape, so as to match a realistic distribution made available
as a corpus of fit human scans. Various extensions were
later proposed, integrating inverse kinematics [40], topolog-
ical priors [47], and external camera estimation [35] to im-
prove pose estimation performance. While the latter two ap-
proaches use silhouettes in their training schemes, they re-
main an intermediate representation for skeletonization [47]
or they include clothing layers [35].

Initial efforts only regressed pure body parameters
(i.e. SMPL), which unfortunately disregards details like
hands and faces. ExPose [15] included regressing param-
eters for the hands and face. FrankMoCap [55] built an
efficient system, achieving real-time rates. ExPose was ex-
tended to PIXIE [18], which had separate experts for the
body, hands and face that were optimally combined to im-
prove results. More recently, PyMAF-X [73] builds on the
iterative nature of these models (e.g. [15, 28]) but instead
of using global features at a single scale, PyMAF-X uses a
pyramid of features, including finer-grained ones, achieving
higher quality pixel alignment than other approaches.

Taking another direction, SHAPY [14] focuses on shape
estimation using model agency annotations for shape mea-
surements. Having been trained with this supervision, it is
capable of regressing metric-scale shapes. SHAPY’s pose
estimation performance is not at the same level of PyMAF-
X, but its capacity to output metric-scale shapes heavily
compensates.

2.2. Iterative optimization methods

SMPLify [10] was the seminal work that fit the SMPL
body to a single image, showing the effectiveness of having
priors for both the pose and shape alike. SMPLify was later
extended to use annotated silhouettes in its iterative opti-
mization scheme, with the goal of improving dataset an-
notations [38]. Using an L1 silhouette objective allowed
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for capturing human performances in video [23] using dif-
ferentiable soft-rasterization [45, 52], and improved results
when combined with a differentiable ray-tracer [42] and
part-based masks [6]. In a follow up work, it was extended
to SMPLify-X [51], adding details like hands and face, as
well as a learned prior, VPoser [51]. Similarly, to improve
shape capturing for use within forensic contexts [63], an L2
mask loss was added into the optimization scheme through
a differentiable renderer [32].

While orthogonal improvements like better priors
(e.g. Pose-NDF [65]) can improve fitting performance, re-
sults ultimately rely on the constraints k and (optionally)
S [22, 33]. Another important component is the initializa-
tion of the optimization which can significantly affect con-
vergence due to the ill-posedness of monocular fit. One so-
lution [27] to this uses 3D keypoint estimates as constraints,
and iterative refines the estimate via forward kinematics.

Finally, a relatively recent and novel direction combines
data-driven models and optimization techniques. HUND
[72] learns a recurrent model that is learned to optimize
an recurrent (initial) state and alignment errors iteratively,
which proves to be faster than traditional optimization ap-
proaches. The same applies to LVD [16] that learns descent
updates for each body vertex so as to predict the depicted
human mesh. Both approaches are limited by their training
data compared to other optimization techniques. Particu-
larly so for LVD, which is trained on 3D human scans, a
data category that is hard to acquire at scale.

Last, test-time optimization is a relatively new field that
finetunes an entire model on a specific target sample us-
ing predicted constraints like keypoints and silhouettes.
Through this technique and the use of separate model and
parameter steps, as well as silhouette constraints, a recent
work [41] has demonstrated improved shape estimation.

3. Approach
Our overall framework is presented in Fig. 2, and themat-

ically split in two distinct stages, both following a predict-
then-optimize approach. First, there is an optional com-
pletion preprocessing step on the left for use with partial
images of humans. Second, is a process for high quality
monocular fitting using 2D constraints on the right. While
the illustration follows the processing order from left-to-
right, we will first present the fitting on Sec. 3.1, and then
the optional completion preprocessing step on Sec. 3.2.

3.1. Pixel-aligned Shape-aware 3D Body Fitting

Similar to prior approaches, we fit a parametric body
model to image-domain constraints by minimizing Eq. (1),
using the same prior terms as SMPLify-X [51], but with
a disentangled optimization process (Sec. 3.1.1), while
also using virtual joints in the projected keypoints objec-
tive (Sec. 3.1.2), and adding a silhouette-based objective

(Sec. 3.1.3):

Edata = λk(Erj + Evj)︸ ︷︷ ︸
keypoints

+λmEmask + λdEadf︸ ︷︷ ︸
silhouette

, (3)

where Erj|vj = ϱ(k,π(jrj|vj)) is the Geman-McClure
penalty function [21] for the regular joints, jrj , and virtual
joints, jvj , matching them to the corresponding keypoints k
via the projection function π of given camera model. The
parameters of the camera can be known (when available in
image metadata), estimated (e.g. using a camera parameters
estimation model), or fixed (when no information is avail-
able). Emask =

∑Ω ||S − Ŝ||1 is an L1 silhouette overlay
term defined on the image domain Ω, between an inferred
silhouette S and the body model’s silhouette Ŝ = R(V,F)
rendered via a differentiable rendering function R. The
virtual joints calculation and the asymmetric distance field
term, Eadf , are described in the following subsections.

3.1.1 Disentangled Optimization

Prior monocular human body fitting works perform a staged
optimization of Eq.(1), where each stage adds a layer of
complexity in the optimization (e.g. details like fingers),
and also anneals the constraints’ weights [10, 51] across
stages. Initial estimates of global parameters T have also
been included as a first stage [10, 51], but sensitivity to lo-
calisation of the torso joints has led to alternatives [38]. To
overcome sensitivity to initialization we use a data-driven
initial estimate which serves as a good initial starting point.

However, all prior work up to now optimize both β
and θ simultaneously at each iteration i of each stage s:
(βs

i+1,θ
s
i+1) = (βs

i + ∆βsi,θ
s
i + ∆θs

i ). These two sets
of parameters are entangled by the human body function H
that allows for their joint optimization. While this is effec-
tive with a 3D objective that is conditioned on the same do-
main where the function H exists, it is much less effective in
the monocular 2D case that comes with inherent 3D ambi-
guities. As a result, optimization is dominated by the pose
updates ∆θ. This imbalance is evident in both keypoint-
only optimization approaches [51] as well as data-driven
models trained with only keypoint losses [15, 36, 73]. Both
tend to produce shape coefficients biased towards the zero
mean vector. More recent shape-aware approaches either
optimize in 3D [16] or use 3D losses during training [14].

Seeking to improve our optimization loop, we separate
the parameter updates of the shape β and pose θ compo-
nents in an alternating fashion for stage s: (βs

i ,θ
s
i+1) =

(βs
i−1+∆βs

i−1,θ
s
i+∆θs

i ). Similar to block coordinate op-
timization, the shape β parameters are only updated in even
iterations i, while the pose parameters θ are only updated in
odd iterations i+ 1. This method exhibits significantly bet-
ter joint optimization of these parameters even in the highly
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Figure 2. The KBody framework considers 2 stages, an optional image-based body completion on the left, and a general body fitting on the
right. Keypoints k, silhouette S and (optionally) camera c constraints are predicted from the respective models K, S and C. Then, an initial
state β,θ,T predicted by P is iteratively optimized to fit these constraints using the rendering R, virtual joint V , and camera-conditioned
projection π functions. When identifying partial keypoints k, the optional step on the left produces extrapolated keypoints kex to improve
fits on partial images. After properly aligning the masked image Iw⊙Sw using k and the distribution k̄t expected by the generative model,
an initial inversion vector w, estimated by a single-shot inversion model e4e, is iteratively refined twice, first on the W latent space and
then on the manifold Gϕ using the warped masked partial image as constraint.

ill-posed monocular case. However, it is critical that the
global pose is close to the minima, meaning that such a dis-
entangled optimization stage can only be introduced later in
the optimization process. Alternatively, one could introduce
scaling factors on the parameters and loss function so that
θ and β would be well balanced, but it is unclear how the
scaling factors would be computed and then updated as the
optimization progresses.

3.1.2 Virtual Joints

An iterative fitting approach crucially relies on high qual-
ity correspondences. Defining proper joint locations on the
body to match the keypoint estimates has troubled past ap-
proaches, with the hip joints ignored from the optimiza-
tion [51], or regressed via empirically defined and manually
created joint regressor functions [36]. However, the location
of the keypoints k are typically inferred from a data-driven
model which aggregates numerous annotations and thus, in-
cludes their biases as well. Recent works that acknowledge
this have resorted to learning a joint regressor for a specific
dataset [25] which comes with new challenges like properly
constraining the joints’ locations inside the human body.

Our approach also seeks to identify better matching loca-
tions, but not for a specific dataset, instead matching the in-
ference distribution of a pre-trained 2D keypoint estimator.
We introduce the concept of virtual joints jvj = V(b, js),
by parameterizing joint locations as a linear combination of
weights b and pre-defined (empirically or anthropomorphi-

cally) joint subsets js, s ∈ [1, . . . , S]. More specifically,
we focus on the more ambiguous torso joints, which carry a
two-fold importance, i) they are high in the kinematic chain,
and thus, highly influential of the articulated body fit, and
ii) they are highly dependent on human shape, and thus,
are necessary to avoid cross data-term conflicts between the
keypoint and the silhouette terms.

Virtual joint localisation is restricted to planes formed
by joint triangles (i.e. S = 3), illustrated in Fig. 3, us-
ing a barycentric formulation for the virtual joints. This
allows for the reduction of the number of weights b to 2
(or 1 for joints that need to lie on one of the triangle’s al-
titudes), by exploiting

∑
b∈b b = 1. While this relies on a

non-holding rigidity assumption for the joints subset, albeit
relaxed in the torso area, the goal is to better localize joints
matching those inferred by a 2D estimation model, which
itself exhibits limited expressivity at the torso. Finding the
best matching locations is an one-off process that involves
fitting a variety of pre-defined poses to inferred keypoints
and identifying the best performing weights using a perfor-
mance indicator.

3.1.3 Asymmetric Distance Fields

Human body fitting requires both pose and shape parame-
ters that eventually get mapped to 3D or 2D joints, the latter
being a function of the reconstructed mesh vertices. Dense
representations like silhouettes or distance maps have been
used even in earlier parametric model fitting approaches

6218



Figure 3. From left to right: i) the SMPL-X body surface and joints, ii) the inset torso with the barycentric parameterization comprising
the triangles formed by raw and manually picked [36] joints, iii) our best-estimated virtual joints, and their comparison with iv) manually
picked openpose joints [7, 8] and v) the learned regressor joints fit to Human3.6M [25]. As illustrated, the virtual joints can extrapolate to
exterior triangle locations by using negative barycentric weights.

[5, 60], and lately in approaches involving both Eq.(1) or
Eq.(2) to offer a less domain sensitive (proxy) representa-
tion for synthetic data training [9,57,58], topological objec-
tives [47], pose refinement [23] and better shape (and pose)
estimates [26, 38, 63].

Optimization approaches typically rely on differentiable
rendering [32, 52] and a per-pixel L1/2 loss between a con-
straint input silhouette and the body rendered one. This loss
is inefficient, suffering from an irregular loss landscape and
the lack of directional information for parameter updates
[47]. The approach is also highly susceptible to body and
estimated silhouette inconsistencies, usually derived from
hair, clothing, background mixing or inference uncertainty.

Instead our silhouette term supplements the per-pixel
mask alignment objective with a boundary-based distance-
field objective by first extracting the boundary B = G ⊛ Ŝ
of the rendered fit body mesh silhouette Ŝ using convolu-
tional edge extraction kernel G [61]. The result is used to
derive a Chamfer distance objective using a distance field
F via the Hadamard product Eadf =

∑Ω
B ⊙ F summed

over the pixel domain Ω which is minimized when the two
silhouette boundaries align. This is a more efficient alterna-
tive compared to nearest-neighbor queries [26,38] but lacks
the symmetric component of Chamfer distance, i.e. the dis-
tance from the inferred silhouette S to the fit rendered one
Ŝ, which is nonetheless noisier [3, 26, 38].

Indeed, for generalized fitting where hair, clothing and
silhouette estimation artifacts come into play, the silhouette-
based term tends to become noisy and hinder optimization
or produce unrealistic shape estimates. To overcome this,
we calculate an asymmetric distance field (ADF) defined
over the entire image domain Ω:

F = λoD(S)⊙ S̄+ λiD(S̄)⊙ S, (4)

with D(·) being the distance field function and S̄ denotes
pixel-wise binary inversion. While [3] downscales the nois-

ier symmetric Chamfer objective, we completely disregard
it and provide explicit control over pushing the body in-
wards or outwards with respect to the silhouette by respec-
tively controlling the outer and inner distance field scal-
ing factors λo and λi. For blendshape models such as
SMPL(-X), downweighting the inner field and/or upweight-
ing the outer one, heavily restricts the body shape inside the
silhouette while still allowing for greater freedom in not ex-
actly matching the boundary in its entirety.

3.2. Structurally Plausible Human Completion

Generalized human body estimation is greatly chal-
lenged by partial human images, be it either data-driven
estimates or optimization-based approaches, as the partial
context and lack of annotated data reduce the prediction ac-
curacy of single-shot estimates and the quality of the con-
straints for iterative fitting. We integrate partial human im-
age completion in our fitting framework as an optional step
which can be easily identified post keypoint estimation. The
goal is to complement the partial image inferred keypoints
kin with high confidence estimates for the invisible key-
points kex = kc \ kin, kc being the inferred keypoints on
the completed image. This gracefully benefits the fitting
process as the projection function π is not confined in the
original image domain Ω, and can optimize for the com-
bined set k = kin ⊎ kex.

While image inpainting could be a proper technique, we
find that its generalized nature hurts the structural plausi-
bility and quality of the results, mainly due to the extended
nature of partial human image completions. Human spe-
cific solutions either only focus on visible body part com-
pletion [75] or rely on intermediate models producing high
level extrapolated completions [70] as secondary inputs. In-
stead, we invert the partial images to the latent space of
a generative appearance prior [31] learned using clothed
humans [20], carrying more appropriate human structural
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and shape-aware semantics, and producing high quality ex-
tended completions.

3.2.1 Partial image alignment

The StyleGAN variants [29–31] are a pure appearance-
based family of generative models. They have been shown
to be highly sensitive to affine transformations [2] even
when considering faces whose articulation, and thus spatial
variance, is limited compared to full body images. There-
fore, for all StyleGAN face inversion techniques, central-
ization is a necessary preprocessing step. To overcome this
challenge, which is pronounced when considering full bod-
ies, StyleGAN-Human [20] investigated various alignment
techniques and showed that mid-body alignment behaved
better. In our case we seek to align partial images, making
mid-body alignment not an option, and necessitating the de-
sign of a different alignment strategy.

Given that most partial images are either missing heads
or the bottom half, and typically include some torso joints,
we seek to identify the likely positions of these joints on
generated samples. We generate M = 20000 samples
from a normal distribution N (0,1) using a truncation fac-
tor [11, 34] ψ = 0.5 to enforce a proper distribution, and
run the keypoint detector on each sample. This derives the
expected (i.e. mean) location of these joints k̄t. We can
then align the corresponding torso joints of the partial im-
age with these expected locations by calculating an affine
transformation A = α(k̄t,kt), comprising a translation
and scale. This in turn drives an image warping opera-
tion Iw = A(I ⊙ S, α) that aligns the masked image to
the StyleGAN-Human resolution (w, h) = (512, 1024) and
the partial image content to the model’s expectation from an
appearance reconstruction perspective.

3.2.2 Generative appearance-based completion

Using a pre-trained StyleGAN-Human model [20] our goal
is to invert an aligned partial image Iw into its intermediate
latent space w ∈ W that reconstructs a full, completed im-
age matching the partial image’s appearance. We initialize
w with a single-shot estimate from a pre-trained inversion
model [66] (e4e). As the input image is partial, this only
serves as a rough initialization into W , which we further
refine following [31] by minimizing:

argmin
w

λL1EL1 + λV GGEV GG + λregEreg, (5)

where EL1 is a L1 reconstruction loss, EV GG is a VGG [59]
based perceptual feature loss, and Ereg is a noise regulariza-
tion term. These terms are described in [31] but in our im-
plementation we adapt the pixel-based losses to focus only
the original content of the aligned partial image. This is
achieved by using the warped silhouette image Sw to mask

the generated (IG ⊙ Sw) and target images (Iw ⊙ Sw) prior
to error term calculation.

Nonetheless this process is not sufficient to plausibly
complete the image but is rather a way to quickly initial-
ize the latent space. Plausible completion is achieved by re-
lying on generator fine-tuning with latent space regulariza-
tion [54]. Essentially, this process is a test-time optimiza-
tion of the StyleGAN generator manifold around the latent
space point w∗. We optimize the generator G parameters ϕ:

argmin
ϕ

λL2EL2+λLPIPSELPIPS +λRER +λDED, (6)

where we complement the LPIPS [74] and space regulariza-
tion (ER) terms used in [54] with an L2 reconstruction term
to accelerate convergence and a discriminator loss (ED) to
improve the global coherence of our results. Notably, the
reconstruction and perceptual image domain losses are cal-
culated only at the valid warped image Iw domain, de-
noted by the mask Mc, including the partial image’s back-
ground which we found to significantly improve conver-
gence. Thus, only the areas to be completed are masked
to not participate in error and gradient calculations. The
high quality inversion capacity of the pivotal tuning tech-
nique ensures photometric convergence on the valid image
regions. While image editing is not our goal, we find that
the space regularization and discriminator terms help in pro-
ducing structurally and photometrically plausible extended
completions, acting as global regularizers.

4. Results
We refer to the approach depicted in Fig. 2 as KBody

and implement it using SMPL-X [51] as the body model
H, OpenPose [12] as the 2D keypoint k estimator model K,
MODNet [33] as the silhouette S estimator S after thresh-
olding the estimated matte at 0.85, ExPose [15] as the initial
body parameters (β,θ,T) predictor P , and the CamCalib
model C, presented in SPEC [35], as the camera parame-
ter c estimator. For the subsequent optimization we rely
on the limited memory BFGS optimizer [69] with strong
Wolfe line search and a budget of 30 iterations. Similar to
prior work we perform annealed optimization with the early
stages using stronger regularization to make the objective
function more convex, and then progressively reduce the
regularization term weights and increase the data terms of
the details (hands, face). For the differentiable mesh render-
ing we use a high-performance rasterization based imple-
mentation [37]. For the pose prior and regularization terms
we use the same as SMPLify-X [51], but relax the latter’s
weights as the initialization and silhouette constraints pro-
vide extra prior knowledge about the pose and shape.

First we validate the effectiveness of the virtual joint lo-
calization by running only two stages of fitting to K after
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initializing with P , with only the second stage optimizing
the details, and without involving S or C for a fair compari-
son with other works. We use the EHF [51] dataset as well
as a manually collected set of plain background human pho-
tos whose foreground masks are estimated in high-quality
using a background removal service [1]. We run a hierarchi-
cal and empirically defined search to identify the parameters
b by fitting to the keypoints estimated by K. Performance
is measured using an indicator combining the keypoints’
RMSE and the IoU using the service generated masks, de-
fined as (1−IoU)×RMSE. After estimating the barycen-
tric coordinates b resulting in the best fits, we conduct an ex-
periment on EHF that is presented in Tab. 1. Performance is
assessed via procrustes-aligned vertex-to-vertex error on the
SMPL-X body’s vertices (PA-V2V-X) [51]. As also shown
in Pose-NDF [65] and the first 3 rows of Tab. 1, simply opti-
mizing the initial estimates of a data-driven model does not
necessarily lead to improved fits. Using better priors like
GAN-S [17] and Pose-NDF [65] slightly improves results
over the baseline single-shot model ExPose [15], while a
manually selected joint regressor [7, 8] (Fig. 3 iv) does not
result in improved fits. The virtual joints produce the most
significant gain, showcasing the importance of higher qual-
ity correspondences between the estimated keypoints used
as constraints and body’s joints. It should be noted that,
apart from the last 2 rows, bad joint-to-keypoint correspon-
dences (e.g. hips) are ignored during optimization.

Initialization Optimization Joints Prior PA-V2V-X↓
SMPLify-X [51] jrj VPoser [51] 60.3 mm

ExPose [15] jrj 54.8 mm
ExPose [15] SMPLify-X [51] jrj VPoser [51] 67.2 mm

SMPLify-X [51] jrj PoseNDF [65] 57.4 mm
ExPose [15] SMPLify-X [51] jrj PoseNDF [65] 53.8 mm
ExPose [15] SMPLify-X [51] jrj GAN-S [17] 54.1 mm
ExPose [15] SMPLify-X [51] jop [7, 8] VPoser [51] 57.5 mm
ExPose [15] SMPLify-X [51] jrj|vj VPoser [51] 49.3 mm

Table 1. Virtual joints improvement analysis on EHF [51]. The
columns indicate parameter initialization and optimization, which
joints are optimized, and with which pose prior.

Next we evaluate our approach when adding the silhou-
ette constraints using S and the disentangled optimization
for improved shape estimation, adding one such stage and
then a final stage for detail (hands,face) capture. We per-
form two experiments, first using EHF to assess perfor-
mance for pose capture as a single subject is used, and sec-
ond, using SSP3D [56] that includes higher shape variance.
For both experiments we employ pixel-based IoU and use
the PA-V2V metric for general body pose estimation and
the PVE-T-SC metric [56] for shape estimation. Likewise
we use the SMPL meshes instead of SMPL-X to reduce
the effect of the densely sampled head, after converting
SMPL-X fits to SMPL meshes using pre-calculated mesh-

to-mesh vertex transfer maps [48]. Comparisons against
optimization [16, 51] and single-shot [14, 15, 73] based ap-
proaches are given, with some of the latter focusing on
shape [14], and others on expressive pose [15, 73]. Tab. 2
(left) shows that our predict-then-optimize approach out-
performs the other methods with respect to pose estimates.
PyMAF-X is a robust pose estimator when considering an
average shaped subject, while LVD suffers due to its lim-
ited training data. (accordingly, LVD is omitted from the
remainder of the experiments). On the contrary, on SSP3D
the shape-aware SHAPY method offers better performance
than PyMAF-X as presented in Tab. 2 (right). Still, our ap-
proach produces the best results in terms of pixel alignment
and shape estimation, while also showing the benefit of dis-
entangled optimization on shape capturing performance.

EHF [51] SSP3D [56]
Method PA-V2V↓ IoU↑ PVE-T-SC↓ IoU↑

ExPose [15] 71.7 mm 84.72% 33.0 mm 71.00%
LVD [16] 131.7 mm - - -
SMPLify-X [51] 95.9 mm 81.46% 33.9 mm 76.60%
PyMAF-X [73] 66.6 mm 85.57% 30.6 mm 75.87%
SHAPY [14] 71.1 mm 81.29% 29.3 mm 72.65%
KBody (w/o C & §3.1.1) - - 28.1 mm 77.87%
KBody (w/o C) 64.2 mm 87.72% 25.6 mm 80.35%

Table 2. Results on the the EHF [51] & SSP3D [56] datasets.

We also present results on the validation set of the HBW
dataset [14] that uses pre-scanned shapes and an assortment
of in-the-wild images of the same persons to assess body
shape estimation. However, up to now all results were pre-
sented using an arbitary camera, in line with prior work for
a fair comparison. As shown in Tab. 3 SHAPY outper-
forms all methods but this is reasonable as it was trained
with metric scale supervision, whereas all other approaches
were not. Still, our approach compares favorably to the re-
maining methods while offering higher quality pixel align-
ment than all alternatives. We also ablate the effect of esti-
mating the camera’s parameters through C, which naturally
improves metric-scale performance.

KBody’s efficacy is qualitatively illustrated in Fig. 1 us-
ing images collected online. For these representative exam-
ples, KBody provides more balanced solutions, capturing
pose and shape in high-quality for both heavy and lighter
subjects, while also achieving good pixel alignment. With

Method Height↓ Chest↓ Waist↓ Hips↓ P2P20k↓ IoU (%)↑
ExPose [15] 75 91 93 91 36 80.50
SMPLify-X [51] 121 133 150 62 41 83.68
PyMAF-X [73] 100 74 90 64 34 80.36
SHAPY [14] 62 58 83 63 24 77.40
KBody (w/o C) 79 81 96 70 32 84.40
KBody 78 70 88 61 30 85.19

Table 3. Quantitative results on the HBW (val) [14] dataset.
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respect to partial images, we provide a qualitative evalu-
ation in Fig. 5 that shows how our inversion-based com-
pletion can handle missing head and/or lower body infor-
mation. Moreover, Fig. 6 presents an ablation of the ADF
objective and its benefits to clothed estimation.

Finally, an extended set of 112 full, 78 partial, and 32
ADF ablations of randomly selected in-the-wild examples
can be found in our supplemental material and project page.

SMPLify-X [51] PyMAF-X [73] SHAPY [14] KBody

Figure 4. Left-to-right: SMPLify-X [51] (light green), PyMAF-
X [73] (purple), SHAPY [14] (green) and KBody (pink).

5. Conclusion

In this work we have presented KBody a general method
for monocular body fitting. KBody can handle partial im-
ages gracefully via a generative completion stage and em-
ploys a multi-constraint fitting approach that delivers high-
quality fits, and a balanced performance across pose, shape
and image alignment performance. While the conflicts be-
tween pose and shape performance as well as world scale
outputs and image alignment remain to be solved, we be-
lieve KBody is a step towards that direction as it shows that
it is necessary for single-shot and iterative approaches to co-
exist. However, relying on externally estimated constraints
limits applicability to situations where these models under-

SMPLify-X [51] PyMAF-X [73] SHAPY [14] KBody

Figure 5. Partial image qualitative results. Same scheme as Fig. 4.
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Figure 6. KBody fitting results with (top) and w/o (bottom) ADF.

perform. Novel solutions for (black-box) uncertainty esti-
mation and multi-modal solving are required. Still, improv-
ing 2D estimation models is more practical than acquiring
3D data for supervision [16] or a wide-range of images and
corresponding measurements [14]. Finally, relying on an
image-based appearance prior for completion comes with
limitations for non frontal facing images which can be ad-
dressed in the future with 3D aware generative models.

6222



References
[1] Remove Image Background 100% Automatically and Free.

https://www.remove.bg/. 7
[2] Rameen Abdal, Yipeng Qin, and Peter Wonka. Im-

age2StyleGAN: How to embed images into the StyleGAN
latent space? In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 4432–4441, 2019. 6

[3] Thiemo Alldieck, Marc Kassubeck, Bastian Wandt, Bodo
Rosenhahn, and Marcus Magnor. Optical flow-based 3d
human motion estimation from monocular video. In Ger-
man Conference on Pattern Recognition, pages 347–360.
Springer, 2017. 5

[4] Thiemo Alldieck, Hongyi Xu, and Cristian Sminchisescu.
imGHUM: Implicit generative models of 3d human shape
and articulated pose. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 5461–5470,
2021. 2

[5] Alexandru O. Balan, Leonid Sigal, Michael J Black, James E
Davis, and Horst W Haussecker. Detailed human shape and
pose from images. In 2007 IEEE Conference on Computer
Vision and Pattern Recognition, pages 1–8. IEEE, 2007. 5

[6] Munkhtulga Battogtokh and Rita Borgo. Simple Techniques
for a Novel Human Body Pose Optimisation Using Differen-
tiable Inverse Rendering. Eurographics 2022-Short Papers,
pages 65–684, 2022. 3

[7] Bharat Lal Bhatnagar, Cristian Sminchisescu, Christian
Theobalt, and Gerard Pons-Moll. Combining implicit func-
tion learning and parametric models for 3d human recon-
struction. In European Conference on Computer Vision,
pages 311–329. Springer, 2020. 5, 7

[8] Bharat Lal Bhatnagar, Cristian Sminchisescu, Christian
Theobalt, and Gerard Pons-Moll. Loopreg: Self-supervised
learning of implicit surface correspondences, pose and shape
for 3d human mesh registration. Advances in Neural Infor-
mation Processing Systems, 33:12909–12922, 2020. 5, 7

[9] Benjamin Biggs, Thomas Roddick, Andrew Fitzgibbon, and
Roberto Cipolla. Creatures great and smal: Recovering the
shape and motion of animals from video. In Asian Confer-
ence on Computer Vision, pages 3–19. Springer, 2018. 5

[10] Federica Bogo, Angjoo Kanazawa, Christoph Lassner, Peter
Gehler, Javier Romero, and Michael J Black. Keep it SMPL:
Automatic estimation of 3D human pose and shape from a
single image. In European conference on computer vision,
pages 561–578. Springer, 2016. 1, 2, 3

[11] Andrew Brock, Jeff Donahue, and Karen Simonyan. Large
Scale GAN Training for High Fidelity Natural Image Syn-
thesis. In International Conference on Learning Representa-
tions, 2018. 6

[12] Z. Cao, G. Hidalgo Martinez, T. Simon, S. Wei, and Y. A.
Sheikh. OpenPose: Realtime Multi-Person 2D Pose Estima-
tion using Part Affinity Fields. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2019. 1, 6

[13] Wei Cheng, Su Xu, Jingtan Piao, Chen Qian, Wayne Wu,
Kwan-Yee Lin, and Hongsheng Li. Generalizable Neural
Performer: Learning Robust Radiance Fields for Human
Novel View Synthesis. arXiv preprint arXiv:2204.11798,
2022. 1

[14] Vasileios Choutas, Lea Müller, Chun-Hao P Huang, Siyu
Tang, Dimitrios Tzionas, and Michael J Black. Accu-
rate 3D Body Shape Regression Using Metric and Seman-
tic Attributes. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 2718–
2728, 2022. 1, 2, 3, 7, 8

[15] Vasileios Choutas, Georgios Pavlakos, Timo Bolkart, Dim-
itrios Tzionas, and Michael J Black. Monocular expressive
body regression through body-driven attention. In European
Conference on Computer Vision, pages 20–40. Springer,
2020. 2, 3, 6, 7

[16] Enric Corona, Gerard Pons-Moll, Guillem Alenyà, and
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