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Abstract

The label-free model evaluation aims to predict the
model performance on various test sets without relying on
ground truths. The main challenge of this task is the ab-
sence of labels in the test data, unlike in classical super-
vised model evaluation. This paper presents our solutions
for the 1st DataCV Challenge of the Visual Dataset Un-
derstanding workshop at CVPR 2023. Firstly, we pro-
pose a novel method called K-means Clustering Based Fea-
ture Consistency Alignment (KCFCA), which is tailored to
handle the distribution shifts of various datasets. KCFCA
utilizes the K-means algorithm to cluster labeled train-
ing sets and unlabeled test sets, and then aligns the clus-
ter centers with feature consistency. Secondly, we de-
velop a dynamic regression model to capture the relation-
ship between the shifts in distribution and model accuracy.
Thirdly, we design an algorithm to discover the outlier
model factors, eliminate the outlier models, and combine
the strengths of multiple autoeval models. On the DataCV
Challenge leaderboard, our approach secured 2nd place
with an RMSE of 6.8526. Our method significantly im-
proved over the best baseline method by 36% (6.8526 vs.
10.7378). Furthermore, our method achieves a relatively
more robust and optimal single model performance on the
validation dataset.

1. Introduction

Label-free model evaluation task, also known as Auto-
Eval [9], requires models to evaluate the performance of
datasets autonomously without explicit labels or categories.
The models must identify inherent patterns and structures
within the data without relying on pre-defined labels. Un-
like supervised model evaluation [7, 13, 23, 30, 32, 33], Au-
toEval does not require a vast amount of labeled data, as
shown in Figure 1, saving time and expensive costs. Fur-
thermore, it can reveal potential data patterns and relation-
ships that may not be discovered by supervised evaluation.

Figure 1. The illustration of label-free model evaluation. Given
a classifier trained on the training set, we can obtain its perfor-
mance by evaluating it on labeled test data set, as shown in (left).
However, in label-free model evaluation scenarios, we encounter
unlabeled test data sets, and cannot use common metrics to evalu-
ate our classifiers (right).

However, this task is challenging due to the lack of explicit
labels. Additionally, a test set comprises numerous images,
and each image has varied and rich visual content [7]. In the
1st DataCV Challenge of the Visual Dataset Understanding
workshop held at CVPR 2023 [1], participants are required
to design a model that can estimate the accuracy of a given
model on test sets without ground truths.

In our daily lives, AutoEval mirrors real-world scenar-
ios more closely. Evaluating the performance of an online
model on out-of-time or out-of-distribution datasets typi-
cally requires data annotation, which can be prohibitively
expensive and time-consuming. For instance, various risk
data are often encountered in financial risk control scenar-
ios. In order to detect various risky transactions, it is es-
sential to evaluate the model’s performance in real-time.
Hence, determining how to evaluate the model’s perfor-
mance with unlabeled test datasets is crucial.

Recently, several studies have demonstrated promising
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performance in this task [5, 8, 9, 14, 16, 22, 26]. Calibration
generated on the unseen distribution (target domain) yields
consistent estimates and further helps infer the model’s per-
formance [14, 26]. However, methods that require cali-
bration in the target domain frequently produce poor esti-
mates because deep learning models trained and calibrated
on seen data (source domain) may not be calibrated in the
previously unseen target domain. Some proposed meth-
ods [8, 9, 16] introduce additional labeled data from sev-
eral target domains to learn a regression function of a distri-
butional distance, which then predicts model performance.
This method assumes that a strong correlation exists be-
tween the invisible test set and the visible train/val set in the
fundamental distance measurement. The challenge base-
lines follow this paradigm, making it crucial to identify an
appropriate linear correlation between the seen train sets
and the unseen test sets and design an appropriate regres-
sion model. We address this challenge from three aspects:
(1) designing excellent autoeval methods; (2) selecting the
appropriate regressor; and (3) constructing the best integra-
tion strategy for multiple autoeval models.

To address the challenges stated above, we suggest three
corresponding solutions. Firstly, we propose a novel model,
K-means Clustering Based Feature Consistency Alignment
(KCFCA), capable of representing the distribution shifts in
various datasets. KCFCA utilizes the k-means clustering
algorithm [17] to cluster the seen training set and unseen
test set into clusters with a known number of categories.
If the task at hand is N-classified, the centers of training
samples and test samples that are clustered into N clusters
should show close-to-distribution consistency. The distri-
bution shifts between the two clustered centers can be used
to fit a model regression. Secondly, experimental evidence
has proved that different regression models will have a sig-
nificant impact on the final result [9]. Therefore, we cre-
ate a dynamic regression model that takes advantage of dif-
ferent regression models to fit the relationship between the
shifts and the model accuracy. Thirdly, we design an out-
lier model factor discovery algorithm to eliminate outlier
models and integrate the advantages of multiple autoeval
models. In the course of this, we discover an interesting
phenomenon: autoeval models based on various pre-trained
models exhibit remarkable performance gaps. Lastly, our
experiments validate the effectiveness of our solutions, and
our model achieves second place on the DataCV Challenge
leaderboard with an RMSE of 6.8526.

To summarize, this paper’s main contributions are as fol-
lows:

• We propose a novel method, K-means Clustering
Based Feature Consistency Alignment (KCFCA),
which can represent the distribution shifts in various
datasets.

• We construct a dynamic regression model that fits the
relationship between the distribution shifts and model
accuracy.

• We design an outlier model factor discovery algorithm
to eliminate outlier models and integrate the advan-
tages of multiple autoeval models.

2. Related Work

Our work intersects with multiple related lines of re-
search that have seen significant progress in recent years.
Therefore, in this section, we provide a summary of the
most closely related works.

2.1. Label-free Model Evaluation

Label-free model evaluation aims to predict the accuracy
of an unseen test set when the ground truth is not accessi-
ble [5,8,9,14,16,22,26,44]. This area has recently garnered
widespread attention in the research community. Deng et
al. [9] constructed a meta-dataset by transforming original
images into various forms, adopted feature statistics to cap-
ture the distribution of a sample dataset, and trained a re-
gression model to predict model performance. The differ-
ence of confidence was proposed [16] to yield successful es-
timates of a classifier’s performance across different shifts
and model architectures. Such models rely on additional
labeled data from several target domains to learn a linear
regression function. The Average Thresholded Confidence
(ATC) [14] method trained a threshold on the model’s con-
fidence to predict accuracy as the fraction of unlabeled ex-
amples for which model confidence exceeds the threshold.

2.2. Out-Of-Distribution Detection

Out-of-distribution (OOD) detection is a critical task in
machine learning that aims to identify examples outside the
realm of the training distribution [10, 15, 21, 24, 28, 31, 36,
39, 44]. Model confidence outputs are commonly used as
indicators to identify out-of-distribution samples [15, 21].
Liang et al. [28] proposed using temperature scaling and
input perturbations to enhance OOD detection with model
confidence. Devries and Taylor [10] introduced a method
to learn confidence estimates for neural networks to pro-
duce intuitive and interpretable outputs. Sun et al. [41] de-
signed ReAct - a straightforward and effective technique
to reduce model overconfidence on OOD data, motivated
by novel analysis on the internal activations of neural net-
works. Ren et al. [39] explored deep generative model-
based approaches for OOD detection and observed that the
likelihood score is heavily influenced by population-level
background statistics. Learning the prediction uncertainty
on OOD data remains a fundamental challenge in this task
[24, 36].
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Figure 2. The illustration of Clustering Based Feature Consistency Alignment (KCFCA). KCFCA performs feature extraction by a pre-
trained model, feature clustering with the K-means algorithm, feature alignment of the clustered features, and finally regression of feature
shift using a regression model.

2.3. Model Generalization Prediction

Predicting the generalization capabilities of models [2–
4, 6, 25, 35, 40, 43] on unseen data has been a topic of inter-
est in research for a long time. Complexity measurements
on trained models and training sets have been explored as
a means of predicting the generalization gap [2, 6, 25, 35].
Yang et al. [43] provided a simple explanation of this by
measuring the bias and variance of neural networks to rede-
fine how models generalize. Schiff et al. [40] used perturba-
tion response (PR) curves to evaluate the accuracy change
of a given network as a function of varying levels of train-
ing sample perturbation. Our work focuses on the cluster
difference concerning the prediction of unseen test sets.

2.4. K-means Clustering

The k-means clustering algorithm is a popular unsuper-
vised machine learning algorithm that serves to partition a
given dataset into k clusters [17, 18, 27, 29, 34, 37]. In this
algorithm, each data point is assigned to the cluster whose
centroid is closest to it. The algorithm iteratively updates
cluster centroids until convergence, which is achieved when
the assignment of data points to clusters no longer changes.
The basic principle of the k-means algorithm is to minimize
the sum of squared distances between each data point and
its assigned cluster centroid. The algorithm randomly ini-
tializes k centroids and then assigns each data point to the
nearest centroid. In the next step, the centroids are updated
by computing the mean of all the data points assigned to

each cluster. This process is repeated until convergence. K-
means is recognized as being both simple and efficient for
partitioning datasets into k clusters. It has several advan-
tages, such as computational efficiency and scalability.

3. Methods

3.1. Problem Formulation

We define this task by the source meta dataset
Dm(Dtrain,Dval) (i.e. seen training dataset), which con-
sists of the labeled training data Dtrain and validation data
Dval. Following the challenge and approach in [9], the
source sample datasets Ds = {Di(Sxi, Syi)}ni=1 are trans-
formed from the original Dm, where Sxi is the i-th train-
ing sample dataset, Syi are its corresponding labels, n is
the total number of the sample datasets, and Di is the i-th
sample dataset. In addition, the target unlabeled test set is
denoted as Dt, and does not contain any ground truths. We
assume that the model M(θm) is pretrained on Dm, where
θm refers to the learned parameters that are fixed. If we
have access to the label of Dt, we can easily obtain the ac-
curacy using acc = M(Dt|θm). However, in the absence of
labeled ground truth, the objective of this task is to predict
the accuracy of the unlabeled test set under the a priori con-
ditions of Dm and M(θm), which is expressed as Equation
(1).

acc = fθ(θω,Dt|(Dm,M(θm))) (1)
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where fθ(·) represents the regression model that needs to be
learned and θω are the parameters of this model.

Our work comprises three core components - K-
means Clustering Based Feature Consistency Alignment
(KCFCA), a novel AutoEval model that learns feature shifts
between seen training data and unseen test data; Dynamic
Regression Model (DRM), which strives to best fit the rela-
tionship between these shifts and model performance; and
Outlier Model Factor Discovery (OMFD), which eliminates
outlier autoeval models and integrates the advantages of
multiple autoeval models. KCFCA will be discussed in Sec-
tion 3.2, DRM in Section 3.3, and OMFD in Section 3.4.

3.2. K-means Clustering Based Feature Consistency
Alignment

If we assume the meta task is a N classification task,
then M(θm, Xi) ∈ {1, 2, · · · ,N}, where Xi is i-th input
image. By using the k-means clustering algorithm to clus-
ter sample features, we can theoretically divide them into
N clusters with the best silhouette coefficient [17]. Ad-
ditionally, we propose K-means Clustering-based Feature
Consistency Alignment, abbreviated as KCFCA and shown
in Figure 2. We first review and summarize the K-means:

1. Initialize: Choose the number of clusters as K and se-
lect K random points (centroids) from the dataset as
the initial centroids.

2. Assign: Assign each data point to the nearest centroid
based on the euclidean distance between the data point
and the centroids.

3. Update: Recalculate the centroids of each cluster by
taking the mean of all the data points in that cluster.

4. Iterate: Repeat steps 2 and 3 until convergence, which
occurs when the centroids no longer change or a max-
imum number of iterations is reached.

5. Output: The algorithm outputs the K clusters and K
cluster centers, where each cluster contains a set of
data points that are similar to each other and dissim-
ilar to data points in other clusters.

As previously discussed, a dataset for a N classifica-
tion task can be clustered into the most suitable N clus-
ters. Given the sample datasets {Di, Dtrain, Dval}, and
pretrained model M(θm), we construct dataset pairs as
Dsam = {Dsami

(Di,Dval)}ni=1 that can calculate the ac-
curacy acci. For each pair Dsami

= (Di,Dval), we first
feed the Di and Dval into the pretrained model M(θm)
to extract the feature map Fi and Fval. The feature Fi

and Fval are then clustered into N clusters by K-means,
with the cluster centers {Fci}Nci=1 and {Fcval}Ncval=1. Ide-
ally, the distribution of each dataset pair should exhibit fea-

ture consistency. However, due to the uncertainty of un-
seen test data, distribution shifts often occur. Thus, we
model the feature distance using frechet distance to fit these
distribution shifts by [9, 12]. This distance is denoted as
Di = D(Fci,Fcval). Finally, a regression model fθ(·)
is designed to regress the relations between Di and acci.
KCFCA can be formulated as:

acc = fθ(θω, D(K(M(θm,Dval)),K(M(θm,Di))) (2)

where K(·) is the k-means clustering algorithm.
The training and testing process of the model can be out-

lined as follows.

• Training: the regression model fθ(·) is adopted to
learn the relation of {Di, acci}.

• Testing: calculate the feature distance between Dval

and Dt, put it into the regression model fθ(·), and ob-
tain the dataset accuracy.

Specifically, the KCFCA algorithm can be represented as
the following Algorithm 1.

Algorithm 1 K-means Clustering Based Feature Consis-
tency Alignment

Require: The sample datasets {Di, Dtrain, Dval}, and
pretrained model M(θm)

Ensure: The accuracy of the unlabeled test set Dt.
1: Training:
2: for number of source sample datasets training: do
3: a. Feature extraction
4: Fi = M(θm,Di),Fval = M(θm,Dval)
5: b. K-means clustering
6: {Fci}Nci=1 = K(Fi), {Fcval}Ncval=1 = K(Fval)
7: c. Feature distance
8: Di = D(Fci,Fcval)
9: d. Learn regression model

10: acc = fθ(θω, D(K(M(θm,Dval)),K(M(θm,Di)))
11: end for
12:
13: Testing:
14: Calculate the accuracy of Dtest:
15: acc = fθ(θω, D(K(M(θm,Dval)),K(M(θm,Dt)))
16: END

3.3. Dynamic Regression Model

In Section 1 and in our experiments of Section 4.2.2, we
observed that different regression models have distinct ad-
vantages when using the same feature input. This high-
lights the importance of designing a suitable regression
model. To address this issue, we propose a Dynamic Re-
gression Model, named DRM, that incorporates the advan-
tages of multiple regression models. DRM comprises sev-
eral base regressors fθb = {fθbi}mi=1 and a meta-regressor
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Figure 3. The illustration of proposed DRM. fθbm means the base
regression models, and fθm is the meta regression model.

fθm , where m is the number of base regression models. As
shown in Figure 3, the base regression models decouple to
learn several sets of differentiated feature relations, while
the meta-regression model dynamically fuses them to ob-
tain a superior regression model. In other words, the meta-
regressor learns base regression permutations of importance
among the models. This procedure can be expressed as the
following two equations:

fθm = {ω1, ω2, · · · , ωm} (3)

fθ = ω1 · fθb1 + ω2 · fθb2 + · · ·+ ωm · fθbm (4)

where ωi corresponds to the weight of the i-th base regres-
sor.

For the base regression models, the following algorithms
can be utilized in the specific implementation: 1) Linear
Regression. It works by finding the line of best fit that
describes the relationship between the input variables (also
known as features) and the output variable (also known as
the target variable); 2) K-Nearest Neighbors Regressor. It
works by finding the k closest data points to a given input
data point in the feature space and then taking the average
(or median) of the output variable of those k data points; 3)
Support Vector Regression. It uses support vector machines
(SVMs) to find the hyperplane that best separates the data
into different classes. 4) Random Forest Regressor. It is
an ensemble-based algorithm that builds multiple decision
trees on random subsets of the data and input variables, and
then averages the predictions of each tree to make the final
prediction. As for the meta-regression model, we can easily
adopt a fully connected network or vote regression.

3.4. Outlier Model Factor Discovery

As shown in Section 4.2.3, we observed that different au-
toeval algorithms have varying performance across distinct
unlabeled test sets. In this challenge, combining different
autoeval algorithms can improve the final prediction perfor-
mance significantly. However, we found that simply fus-
ing the results of all the algorithms cannot achieve optimal
outcomes because outlier models may appear on different
datasets or pre-trained models. Hence, we propose an Out-
lier Model Factor Discovery (OMFD) method to eliminate
autoeval algorithms with lower performance stability.

Intuitively, most models predict that the consistency of
results is more likely to be the correct result. Conversely,
there is a possibility of the results being wrong. We denote
the various performances of autoeval algorithms as A =
{Ai}mi=1, where Ai is the i-th autoeval model. We define
a threshold τ for the anomaly factor that measures whether
the model is an anomalous outlier. The flow of OMFD can
be illustrated as:

1. Initialize: Visualize the performance of the autoeval
model and manually select the appropriate centroid.

2. Calculate: Calculate the distance between the other au-
toeval models and this center.

3. Mark: If the maximum distance is greater than thresh-
old τ , the corresponding model is marked as an outlier.

4. Iterate: Repeat steps 1, 2 and 3 until convergence,
which occurs when the maximum distance is no longer
greater than the threshold τ .

5. Output: Autoeval models marked as outliers.

We blend all the autoeval models except outlier models to
achieve the best model performance. Note that the thresh-
old τ can be debugged based on the validation set or set
empirically.

4. Experiments
In all of our experiments, we follow the same dataset and

settings as the DataCV Challenge [1].

4.1. Experimental Settings

4.1.1 Datasets

• Training dataset: The training dataset consists of 1,000
transformed datasets from the original CIFAR-10 test
set, using the transformation strategy proposed by
Deng et al. [9].

• Validation dataset: The validation set was composed of
CIFAR-10.1 [38,42], CIFAR-10.1-C [20] (add corrup-
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Dataset A (RMSE ↓) Dataset B (RMSE ↓)
Method

CIFAR-10.1 CIFAR-10.1-C CIFAR-10-F Overall CIFAR-10.1 CIFAR-10.1-C CIFAR-10-F Overall

ConfScore [21] 2.190 9.743 2.676 6.985 1.584 9.897 2.63 7.074

Entropy [16] 2.424 10.300 2.913 7.402 1.849 10.537 2.949 7.561

Rotation [8] 7.285 6.386 7.763 7.129 – – – –

ATC [14] 11.428 5.964 8.960 7.766 10.129 7.131 7.044 7.178

FID [9] 7.517 5.145 4.662 4.985 11.28 5.683 8.265 7.258

KCFCA (ours) 9.979 8.828 3.905 6.766 13.223 6.71 6.562 6.876

Table 1. The validation dataset results are based on the same pre-trained model. The colored cells are sub-optimal and optimal performance.
“Dataset A” indicates the training dataset is provided by the challenge; “Dataset B” denotes the training dataset is regenerated using the
same transformed strategy as the challenge and [9]. Note that we just generate such a training dataset in this part to validate the robustness
of various autoeval methods, and we just use the training dataset provided by the challenge to summit in the challenge leaderboard.

tions to CIFAR-10.1 dataset), and CIFAR-10-F (real-
world images collected from Flicker1.)

• Test dataset: The test set comprises 100 datasets2 pro-
vided by the challenge [1].

4.1.2 Pretrained classifier models

In our experiments, we follow this challenge and evaluate
the classifiers ResNet-56 [19] and RepVGG-A0 [11]. Both
implementations can be accessed in the public repository
at the website3. To benefit from the models and load their
pre-trained weights, use the code provided on the website.

4.1.3 Evaluation metrics

The evaluation metric used in our experiments is the root-
mean-square error (RMSE), which can be formulated as:

RMSE =

√∑T
t=1 (ŷt − yt)

2

T
(5)

4.2. Experiments and Findings

To verify the effectiveness of our proposed KCFCA,
DRM, and OMFD, we conducted detailed experiments on
the same validation datasets.

4.2.1 Experiments on various autoeval methods

In our study, we conduct comprehensive experiments on
various autoeval methods, including ConfScore [21], En-
tropy [16], Rotation [8], ATC [14], FID [9], and our pro-
posed KCFCA. All of the experiments are conducted based

1https://www.flickr.com/
2https://github.com/xingjianleng/autoeval baselines
3https://github.com/chenyaofo/pytorch-cifar-models

on the pre-trained ResNet56 provided by the challenge.
Moreover, to validate the robustness of the various mod-
els, we perform experiments on 1,000 transformed datasets
(denoted as “Dataset A”) provided by the challenge and an
additional 1,000 transformed datasets (denoted as “Dataset
B”) generated using the same transformation strategy as the
challenge and [9]. Note that we only use the training dataset
provided by the challenge to submit the challenge results.

The Table 1 provides us with some interesting conclu-
sions. First, no single method can permanently lead on
different validation sets, such as CIFAR-10.1, CIFAR-10.1-
C, and CIFAR-10-F. This suggests that the unlabeled data
have different domain shifts for diverse feature distribu-
tions. Second, overall, our proposed method KCFCA yields
relatively robust results, including optimal performance on
“Dataset B” and second-best performance on “Dataset A”.

4.2.2 Experiments on various regression methods

Our intuition tells us that choosing a variety of regressors
will lead to different performance impacts. To investi-
gate this, we perform an exhaustive experimental compari-
son of two pre-trained ResNet-56 and RepVGG-A0 mod-
els, using LinearRegression (LR), KNeighborsRegressor
(KNN), SVR, MLPRegressor (MLP), RandomForestRe-
gressor (RFR), our proposed Dynamic Regression Model
(DRM) as regression models on ConfScore [21], Entropy
[16], Rotation [8], ATC [14], and FID [9]. LR, KNN, SVR,
MLP, and RFR are provided by Scikit-learn.

As shown in Table 2, it is rare to find a regression model
that guarantees to outperform under all methods. However,
it is evident that MLP has the least satisfactory outcome. It
is encouraging to find that our proposed DRM can achieve
relatively stable and excellent performance across different
methods. For the final challenge submission, we experi-
mentally use the LR regressor on ResNet-56 and the DRM
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ResNet-56 (RMSE ↓) RepVGG-A0 (RMSE ↓)
Method

LR KNN SVR MLP RFR DRM LR KNN SVR MLP RFR DRM

ConfScore [22] 6.985 7.708 7.559 12.028 7.765 7.503 8.721 8.998 9.647 16.603 9.098 8.841

Entropy [16] 7.401 7.510 8.033 18.284 7.695 7.546 9.093 9.398 9.647 9.647 9.566 9.277

Rotation [8] 7.129 7.723 7.502 13.207 8.209 7.603 13.391 11.144 10.130 18.651 11.303 11.172

ATC [14] 7.765 6.700 5.500 13.202 7.237 6.578 8.132 6.951 5.806 18.501 7.495 6.561

FID [9] 4.985 5.825 5.196 19.508 5.330 5.273 5.965 4.801 4.583 19.400 5.330 4.703

Table 2. Experimental results of different regression models on the same “Overall” validate datasets. “LR” is LinearRegression, “KNN”
is the KNeighborsRegressor, “MLP” is the MLPRegressor, “RFR” is the RandomForestRegressor, and “DRM” is our dynamic regression
model.

Methods Classifier RMSE ↓ Classifier RMSE ↓

ConfScore [22] ResNet-56 6.985 RepVGG-A0 8.722
Entropy [16] ResNet-56 7.402 RepVGG-A0 9.093
Rotation [8] ResNet-56 7.129 RepVGG-A0 13.391

ATC [14] ResNet-56 7.766 RepVGG-A0 8.132
FID [9] ResNet-56 4.985 RepVGG-A0 5.966

AVG ResNet-56 3.596 RepVGG-A0 4.244
OMFD (ours) ResNet-56 2.873 RepVGG-A0 3.870

Table 3. The validation set results on mltiple autoeval meth-
ods. “Entries” indicates the number of submissions; ↓ means the
smaller the value, the better.

regressor on RepVGG-A0.

4.2.3 Experiments on mltiple autoeval methods

To investigate the impact of different model fusion meth-
ods on the final challenge results, we conducted a series
of experiments. The methods include ConfScore [21], En-
tropy [16], Rotation [8], ATC [14], FID [9], the average of
all methods (AVG), and our proposed Outlier Model Factor
Discovery (OMFD). We present all the results in Table 3.

The table indicates that averaging the results of all meth-
ods leads to decent results, surpassing any single method,
with an average score of 3.870. However, leveraging our
OMFD method to eliminate anomalous outlier methods
leads to surprising optimal results of 2.873, a 34.7% im-
provement over the average score. Thus, our findings sug-
gest that the inclusion of anomalous outlier methods is detri-
mental to the fusion process and adversely affects the final
model output.

4.3. Results on DataCV Challenge

In the challenge, there are two models ResNet-56 and
RepVGG- A0 is to be evaluated on the unlabeled test set in

Teams Classifier models RMSE ↓

dlyldxwl ResNet-56 & RepVGG-A0 6.3746
Yanglegeyang (ours) ResNet-56 & RepVGG-A0 6.8526

SunshineBBB ResNet-56 & RepVGG-A0 6.9438
Shiny ResNet-56 & RepVGG-A0 8.6626

b136522541 ResNet-56 & RepVGG-A0 9.6994
xingjian ResNet-56 & RepVGG-A0 10.7378

Table 4. The test set results on the DataCV Challenge leader-
board. “Entries” indicates the number of submissions; ↓ means
the smaller the value, the better.

total by RMSE. The results of the challenge are shown in
Table 4.

For our final challenge submission, we combined the
K-means Clustering Based Feature Consistency Alignment
(KCFCA), Dynamic Regression Model (DRM), and Out-
lier Model Factor Discovery (OMFD) methods. Our team
secured second place in the challenge, as shown in the table.
Additionally, our proposed approach outperformed the opti-
mal model results [9] provided in the challenge, achieving a
36% improvement with a RMSE score of 6.8526 compared
to 10.7378.

5. Conclusion

This paper highlights the various strategies we adopted
in the challenge. Specifically, we propose the K-means
Clustering Based Feature Consistency Alignment method to
represent distribution shifts in different datasets, Dynamic
Regression Model to analyze the relationship between shifts
and model performance, and Outlier Model Factor Discov-
ery to remove anomalous outlier autoeval models. Our ap-
proach secured second place in the challenge ranking. Fur-
thermore, our KCFCA method achieved the most robust and
optimal single model performance on the validation dataset.
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