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Figure 1. Classification results on a sample image from the class ‘macaw’ from ImageNet. Accurate detections are marked in green.
On the left, we see ResNetF30 could correctly recognize the original image; however, it miss-classified the attacked version as an
‘isopod.’ On the right, we see the performance of Expert Models (EQi), ResNet fine-tuned on images of quality i, and our proposed
CtF framework on the decomposed attacked images. Expert Models struggle with continuing their recognition and could miss the
classification even with the correct detection of lower qualities. See EQ1, EQ3, and EQ7 using JPEG compression (first row), and
EQ3, EQ6, and EQ7 using Gaussian smoothing (second row). Our proposed decomposition method, RSCD, could help Expert
Models make a more stable recognition; see EQ7, EQ8, EQ9, and EQ10 using RSCD (third row). Finally, the CtF-CNN model
could leverage the information generated in a course-to-fine manner and over time to better detect the object and correctly classify
the attacked version using any of the decomposition methods.

1. Datasets

1.1. ImageNet10

As mentioned in the main paper, we selected 10 visually
distinctive classes from ImageNet to make it practical and
feasible for the human-study task. This dataset is referred
to as ImageNet10 and was used in the experiments provided
in Figure 2 in the main paper. The select classes are listed
in Table 1.

1.2. ImageNet30

We added 20 randomly selected non-overlapping classes
from ImageNet to ImageNet10 to create ImageNet30. Table
2 presents the 30 classes included in ImageNet30 with their
text descriptions. The classes shared with ImageNet10 are
marked in bold.

2. Human Study

For the human-study task, we used ImageNet10 and
showed our participants a series of decomposed images,
starting from a very blurry image, Q1, all the way to a very
detailed image, Q10. At each step, the participants were
tasked to type the main object they recognized in the pre-
sented quality and choose their confidence level, scoring
from 1 to 5, where 1 represented “unsure,” and 5 repre-
sented “certain”. Also, to cover all classes of ImageNet10
for each decomposition method, we randomly chose one
image per class and showed its 10 decomposed images in
order. Thus, each participant answered 30 sets of unique
images, each set containing 10 decomposed images, from
Q1 to Q10. See Figure 2 for screenshots of the human task
web application.

Since we asked our participants to type in the main ob-

1



Table 1. Select classes with their text descriptions in ImageNet10.

Class ID Discription Equivalent Options
n01443537 goldfish, Carassius auratus fish, goldfish, fishes
n02107574 Greater Swiss Mountain dog dog
n03180011 desktop computer desktop, laptop, computer, desktop computer, keyboard, monitor, display, TV
n01514859 hen hen, chicken, rooster
n01818515 macaw parrot, bird
n02690373 airliner airliner, airplane, plane
n02870880 bookcase bookcase, library, book shelf, shelf, book
n03670208 limousine, limo car, limo, limousine, vehicle
n03590841 Jack-o-lantern pumpkin, Halloween, lantern
n13133613 ear, spike, capitulum corn, plant, cereal, popcorn, wheat

Table 2. Select classes with their text descriptions in ImageNet30. The overlapping classes with ImageNet10 are marked in bold.

Class ID Description Class ID Description
n01443537 goldfish, Carassius auratus n02690373 airliner
n01496331 electric ray, crampfish, numbfish, torpedo n02834397 bib
n01514859 hen n02870880 bookcase
n01558993 robin, American robin, Turdus migratorius n03180011 desktop computer
n01677366 common iguana, iguana, Iguana iguana n03355925 flagpole, flagstaff
n01773157 black and gold garden spider, Argiope aurantia n03590841 jack-o’-lantern
n01818515 macaw n03670208 limousine, limo
n01843383 toucan n03733131 maypole
n01910747 jellyfish n03796401 moving van
n01990800 isopod n04005630 prison, prison house
n02011460 bittern n04263257 soup bowl
n02027492 red-backed sandpiper, dunlin, Erolia alpina n04486054 triumphal arch
n02091635 otterhound, otter hound n09246464 cliff, drop, drop-off
n02107574 Greater Swiss Mountain dog n13037406 gyromitra
n02361337 marmot n13133613 ear, spike, capitulum

ject they recognized at each level without any knowledge of
the database — also known as an open-ended task — their
responses were not limited to the 1000 available classes in
ImageNet. Thus, the recognition task for human partici-
pants could be more challenging than the off-the-shelf mod-
els with only 1000 choices.

Furthermore, humans have a hierarchical model of con-
cept classification, in the sense that they can be very general
or very specific in classifying objects depending on their
categories [8]. More specifically, if we take the recogni-
tion hierarchy as a pyramid, the more specific classifica-
tions, i.e., subordinate concepts, are at the top, and the more
general classifications, i.e., superordinate concepts, are at
the base. The concepts that are more specific than super-
ordinate and more general than subordinate are called basic
concepts.

For example, a classification like animal or mammal
would be a superordinate concept. Then another level up
could be classified as a dog with its specific animal features,
which is a basic concept. Lastly, the subordinate category

could be a dog breed.

2.1. Humans’ performance limitation.

Studies show humans classify objects at different lev-
els of this hierarchy based on the order of availability and,
therefore, the order of acquisition of various categorization
schemes, starting with the basic level [2]. Thus, we post-
processed the participants’ answers to the basic level cat-
egory employing the same structure used in defining class
labels, and hierarchies in creating ImageNet using Word-
Net lexical database [5]. The corresponding categories are
listed in Table 1, in Column Equivalent Options. We then
used the same categories for identifying the performance of
the models and compared their performance with that of the
human participants. See Figures 3(c) and 3(f) in the main
paper.

To the best of our knowledge, there is no study on eval-
uating human performance at the basic level on ImageNet.
However, there are studies evaluating human accuracy by
relying on expert annotators [10, 11]. Even with year-long



(a) First page of the human task.

(b) Instructions for the human task. (c) Sample task image.

Figure 2. Screenshots of the human experiment procedure. (a) the first page of the web application, (b) the instructions, and (c) a
sample image for the recognition task where the participants needed to type the main object they see in the provided image and their
confidence in their recognition.

trained human labelers, the top1 accuracy on ImageNet is
around 93% [10].

A couple of identified issues on the original database that
results in a lower accuracy than 100% are as follows:

- About 20% of images have more than one valid label.

- Humans struggle with fine-grained distinctions within the
410 animal classes and 118 dog classes.

- There are some misclassified images in the ImageNet
dataset. For instance, at least 4% of the birds are mis-
classified.

- Untrained labelers will likely be less accurate, suggest-
ing that human robustness is a more stable property than
direct accuracy measurements.

In addition to the mentioned issues on the original dataset,
there are some concerns specifically related to our tasks.

- Our participants were not trained on the dataset.

- We had an open recognition task, and the participants had
no guidance on the list of potential objects.

- Many images had more than one object. Thus, the partic-
ipants did not know what the target object was.

- Even on the higher quality levels, some images were
blurry and challenging to categorize, specifically using
Gaussian smoothing and RSCD.

These concerns could justify why our untrained participants
could not pass 80% accuracy. However, their performance
followed our original hypothesis on the accuracy and confi-
dence trends over time. Our results show that the confidence
and accuracy of our participants increased as the quality of
the images increased, and unlike the deep learning models,
there was no sudden change in their accuracy or confidence;
instead, their accuracy and confidence increased gradually
over time and quality. See Figures 3(c) and 3(f) in the main
paper.



3. Models
3.1. Model Architecture.

CtF-CNN and CtF-LSTM have a similar feature extrac-
tion part. This part takes the outputs of Expert Models, all
or a selection of them, as a sequence and feeds them into
two 1-D CNN layers with 128 and 64 filters, respectively.
The kernel size of the first 1-D CNN layer is equal to the
size of the feature vector of each Expert Model, in our case,
is 1024, and the kernel size of the second 1-D CNN is half
the size, in our case, 512.

For CtF-CNN, the feature extraction part is followed by
three layers. A 1-D CNN with 32 filters and a kernel size of
256, followed by a global average pooling and a fully con-
nected layer of size Nclasses, where Nclasses is the number
of classes in the dataset, i.e., 30 in ImageNet30.

For CtF-LSTM, the feature extraction part is followed by
two layers. An LSTM layer with Nqualities ×Nclasses hid-
den cells—where Nqualities is the number of selected Ex-
pert Models—and a fully connected layer of size Nclasses.
See Section 3 in the supplementary materials.

The detailed architecture of our CtF models is provided
in Figure 3. We use the feature vector output of ExpertQi,
where i ∈ [1, 10], as an input to CtF-CNN and CtF-LSTM.
This approach allows us to process information in a CtF
manner starting from the “gist” of an image, i.e., Q1, and
all the way to its high-frequency information available in
Q10.

For the “gaining” and “losing” experiments, we exam-
ined various cases where the CtF input sequence was a sub-
set of [Q1, Q10], and showed the important role of each
quality level in the overall performance of the CtF mod-
els. Although applying the CtF framework on many smaller
subsets could outperform ResNetF30 on the original im-
ages, the best accuracy was received when all the informa-
tion from Q1 to Q10 was used in the CtF framework. See
Figure 5 of the main paper.

3.2. Training.

During ResNetF30 fine-tuning, we used a Root Mean
Squared Propagation optimizer with ρ = 0.9, µ = 0.9, ϵ = 1e-
07, and an initial learning rate of 0.001. We used L1 regu-
larization with a regularization factor of 0.01 and trained the
model for 35 epochs with a batch size of 10. For ExpertQi,
we fine-tuned ResNetF30 on decomposed images of quality
i from the select decomposition method. See comparisons
in Section 3.5 in the main paper. We also used similar pa-
rameters used in training ResNetF30. In training CtF-CNN
and CtF-LSTM, we applied batch normalization after each
1-D convolutional layer. Also, we employed an Adam op-
timizer with β1 = 0.9, β2 = 0.999, and an initial learning
rate of 0.001. We trained both models for 35 epochs with a
batch size of 10. Also, we used 75% of the data for training

and the rest for testing in all models.

3.3. Training Parameters and Cost.

Is the CtF framework costly? We used ResNet50 pre-
trained weights on ImageNet for the Expert models (EQi)
and only fine-tuned their top 3 layers (see Figure 2 in the
main paper). Thus, each Expert has only 2.1 million train-
able parameters. For the CtF framework, we freeze the Ex-
pert models and only train the recurrent layers following the
Experts’ output in the CtF model. The CtF framework has
4.7 M parameters which, altogether with the 10 Experts,
is still significantly (one order of magnitude) less costly
than other models that incorporate some level of feedback
in their learning and classification, such as attention models
with typically more than 100 million parameters.

Is the RSCD decomposition costly? Similar to other re-
current generative models, such as diffusion models, sparse
coding is not fast, but in contrast to them, while using
its special hardware, can perform relatively fast. In fact,
there are minimal computational downsides to performing
our sparse decomposing approach on images. More pre-
cisely, with neuromorphic hardware, even orders of magni-
tude computational- and energy-efficiency can be achieved
over standard Von Neumann implementations. First, the
CtF images are not handled sequentially but rather in a sin-
gle pass through the model (similar to batching [6]), result-
ing in only a minimal computational percentage increase
proportional to the input size. Furthermore, RSCD can be
very efficiently computed in both time and energy costs on
spiking neural network hardware. Davies et al. have shown
significant improvements in sparse coding both in energy
consumption and speed [4]. As an example, Loihi is a neu-
romorphic many-core processor with on-chip learning. It
implements a spiking neural network in silicon and demon-
strates LCA on their architecture with an improvement by
48.7× energy efficiency, 118× speed, and 5760× EDP over
a CPU implemented FISTA [1].

Are JPEG and Gaussian CtF approximators more cost-
efficient? JPEG and Gaussian may be preferable for Von
Neuman hardware, thus may be easier to be plugged into
many applications with such hardware. Also, in many
of our experiments, JPEG has shown performance on par
with RSCD. However, JPEG and Gaussian decomposition
methods are not bio-inspired, and research has shown flaws
with them [7]. We also demonstrate unsteady behaviors in
JPEG and Gaussian (See V-shapes in Figure 5(b), Over-
confidence in Figures 4(b) and 4(c) in the main paper, and
Figure 5) while RSCD is robust.

Also, such approximators’ superiority is not predictable
when dealing with different attacks. For instance, we see



(a) CtF-CNN Model Architecture. (b) CtF-LSTM Model Architecture.

Figure 3. The architecture of our CtF framework. The input layer for each model is a sequence containing the feature vector outputs
of ExpertQi, where i ∈ [1 : 10]. Based on our specification, each feature vector is of length 1024, resulting in an input sequence
of length 10240.

Gaussian performing better in Square attack while it per-
forms worst in PGD attack (See Table 1 in the main paper).
Our results demonstrate similar patterns on non-CtF mod-
els as well (See Table 2 in the main paper). Thus, in our
opinion, it is important to introduce all these methods to the
community and let them choose based on their application.

3.4. Experimental Environment.

We generated the RSCD images on a machine equipped
with an Intel(R) Core(TM) i9-9900K CPU @ 3.60GHz
clock frequency and an NVIDIA GeForce RTX 2080 GPU.
For other decomposition methods and the experiments, we
used a machine equipped with an Intel(R) Core(TM) i7-
6700 CPU @ 3.40GHz clock frequency and an NVIDIA
GeForce GTX 1070 GPU.



The execution time for the experiments is as follows:

- Generating the RSCD images: 10 hours, 24 minutes, and
39 seconds.

- Fine-tuning ResNetF30 based on the Keras implementa-
tion of ResNet50 [3]: on average 2.7 minutes.

- Fine-tuning Expert Qi based on the Keras implementa-
tion of ResNet50 [3]: on average 2.9 minutes.

- Training CtF-CNN using saved Expert Qis: on average
40 seconds.

- Traning CtF-LSTM using saved Expert Qis: on average
42 seconds.

4. Ablation Experiments
Here, we demonstrate the role of each quality level

while interacting with other qualities in visual perception.
The standard performance of CtF-CNN and CtF-LSTM im-
proves while “gaining” data, see Table 3, which emphasizes
the importance of fine-level input.

5. Adversarial Robustness
In this section, we present additional plots on the perfor-

mance of the baselines (ResNetF30 and Expert Models), as
well as the CtF models.

Figure 1 shows the classification results of the base-
line models, ResNetF30, and Expert models, as well as the
CtF framework on a sample image from the actual class
‘macaw.’ We see how baseline models, ResNetF30 and Ex-
pert Models, struggle with detecting the object on the at-
tacked version. However, the CtF-framework, in this case,
CtF-CNN, could leverage the information over time and
correctly detect the class of the sample image.

As discussed in the main paper, while ResNetF30 could
perform relatively well in classifying original images, Acc.
= 0.78, see Table 1 in the main paper, its performance
dropped significantly on the attacked image, Acc. Att. =
0.15.

In Table 4, we present the performance of ResNetF30 on
the decomposed attacked images using all three decomposi-
tion methods. We see an accuracy drop even on the highest
quality decompositions, Acc. Att. = 0.13 on JPEG com-
pression with Q10, which shows that a conventional CNN
model such as ResNetF30 is prone to some high-frequency
information in addition to the attacks applied by a strong
attacker such as PGD.

A model is counted as overconfident when it has high
prediction confidence, the value of softmax confidence [9],
but its accuracy is very low. We can also interpret the con-
fidence of the true class as an indication of the model’s cor-
rectness. Thus, a comparison between the prediction con-

fidence and the true class can directly give us insights into
the model’s correctness and confidence.

We provide comparisons on the prediction confidence
and the true-class confidence of all three decomposition
methods on “gaining” and “losing” data in Figures 4
and 5, respectively. These figures show a big gap be-
tween ResNetF30’s prediction and true-class confidence,
especially on the attacked images, which shows that the
ResNetF30 model is confidently incorrect. We still see the
effects of the attacks even when using the CtF framework;
however, the gap between the prediction confidence and the
true-class confidence is relatively minor when using CtF-
CNN and CtF-LSTM, resulting in a more robust visual per-
ception framework. We also see the effects of the artifacts
in using the decomposition approximators (JPEG compres-
sion and Gaussian smoothing) in the true class confidence
while losing data. See the “V” shapes in Figures 5(d) and
5(e). These results once more suggest the importance of
using bio-inspired approaches in creating the CtF decom-
positions.



Table 3. CtF models surpass ResNetF30 while “gaining” data. Cells with the minimum quality range that top ResNetF30 (0.78) are
marked in with a horizontal line. We see an increasing pattern in accuracy as the CtF models receive more information over time
which is in line with our initial hypothesis as well as human results. Notably, the performance of CtF-LSTM drops suddenly when
receiving information of Quality 10 based on JPEG reconstructions, indicating the instability of non-bioinspired methods such as
JPEG reconstruction to generate semi-CtF decompositions.

CtF-CNN, Acc. CtF-LSTM, Acc.
Quality Range Gaussian JPEG RSCD Gaussian JPEG RSCD
[1] 0.200 0.373 0.160 0.184 0.363 0.147
[1; 2] 0.323 0.515 0.221 0.299 0.541 0.224
[1; 2; 3] 0.392 0.648 0.405 0.403 0.651 0.427
[1; 2; 3; 4] 0.493 0.763 0.616 0.464 0.717 0.627
[1; 2; 3; 4; 5] 0.555 0.840 0.739 0.539 0.827 0.693
[1; 2; 3; 4; 5; 6] 0.557 0.909 0.872 0.544 0.811 0.800
[1; 2; 3; 4; 5; 6; 7] 0.691 0.923 0.915 0.597 0.917 0.869
[1; 2; 3; 4; 5; 6; 7; 8] 0.781 0.968 0.957 0.736 0.952 0.941
[1; 2; 3; 4; 5; 6; 7; 8; 9] 0.808 0.971 0.981 0.728 0.973 0.976
[1; 2; 3; 4; 5; 6; 7; 8; 9; 10] 0.923 0.989 0.989 0.861 0.925 0.979

Table 4. Decomposition methods alone do not remove PGD attacks for the images to any level that immunizes ResNetF30. We do not
see any improvement in the accuracy of ResNetF30 while classifying decomposed attacked images using any of the decomposition
methods, even on the highest quality decompositions. Compare max(Acc. Att. PGD Q10) = 0.131 with Acc. Att. PGD = 0.15
from Table 1 in the main paper. These results demonstrate that these decomposition methods by themselves are not immunizing
techniques. The key to immunity to such attacks in our proposed CtF framework is the convergence of perception over time and not
the decomposed images themselves.

Gaussian JPEG RSCD
Input Acc. Att. Pred. Conf. Acc. Att. Pred. Conf. Acc. Att. Pred. Conf.
Q1 0.016 0.225 0.064 0.473 0.029 0.429
Q2 0.021 0.240 0.064 0.475 0.061 0.321
Q3 0.016 0.245 0.067 0.546 0.064 0.332
Q4 0.037 0.249 0.072 0.629 0.064 0.421
Q5 0.048 0.255 0.085 0.663 0.075 0.530
Q6 0.067 0.282 0.101 0.715 0.085 0.635
Q7 0.083 0.347 0.117 0.737 0.083 0.687
Q8 0.077 0.441 0.120 0.775 0.093 0.712
Q9 0.091 0.566 0.123 0.785 0.093 0.728
Q10 0.112 0.717 0.131 0.784 0.112 0.745
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Figure 4. The prediction confidence versus the true-class confidence of the decomposition methods on “gaining” data. These plots
show that ResNetF30 is overconfident and incorrect on the attacked images using any of the decomposition methods. Also, we see
how applying the CtF framework helps reduce the gap between prediction confidence and true-class confidence, resulting in a more
robust visual perception framework. See Figure 6 in the main paper for comparisons of the accuracy values.
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Figure 5. The prediction confidence versus the true-class confidence of the decomposition methods on “losing” data. Similar to
“gaining” data, we see a big gap between ResNetF30’s prediction and true-class confidence on the attacked images. The ResNetF30
model is confidently incorrect. We still see the effects of the attacks even when using the CtF framework; however, the gap between
the prediction and true-class confidence is relatively minor when using CtF-CNN and CtF-LSTM. See Figure 6 in the main paper
for comparisons of the accuracy values.
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