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Abstract

We present a flexible and high-performance framework,
named Pyramid R-CNN, for two-stage 3D object detection
from point clouds. Current approaches generally rely on
the points or voxels of interest for Rol feature extraction
on the second stage, but cannot effectively handle the spar-
sity and non-uniform distribution of those points, and this
may result in failures in detecting objects that are far away.
To resolve the problems, we propose a novel second-stage
module, named pyramid Rol head, to adaptively learn the
features from the sparse points of interest. The pyramid Rol
head consists of three key components. Firstly, we propose
the Rol-grid Pyramid, which mitigates the sparsity problem
by extensively collecting points of interest for each Rol in
a pyramid manner. Secondly, we propose Rol-grid Atten-
tion, a new operation that can encode richer information
from sparse points by incorporating conventional attention-
based and graph-based point operators into a unified for-
mulation. Thirdly, we propose the Density-Aware Radius
Prediction (DARP) module, which can adapt to different
point density levels by dynamically adjusting the focusing
range of Rols. Combining the three components, our pyra-
mid Rol head is robust to the sparse and imbalanced cir-
cumstances, and can be applied upon various 3D back-
bones to consistently boost the detection performance. Ex-
tensive experiments show that Pyramid R-CNN outperforms
the state-of-the-art 3D detection models by a large margin
on both the KITTI dataset and the Waymo Open dataset.

1. Introduction

3D object detection is a key component of perception
systems for robotics and autonomous driving, aiming at
detecting vehicles, pedestrians, and other objects with 3D
point clouds as input. In this paper, we propose a gen-
eral two-stage 3D detection framework, named Pyramid R-
CNN, which can be applied on multiple 3D backbones to
enhance the detection adaptability and performance.

Among the existing 3D detection frameworks, two-stage
detection models [39, 30, 27, 5, 28] surpass most single-
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Figure 1. Statistical results on the KITTI dataset. Blue bars de-
note the distribution of the number of object points. Orange bars
denote the distribution of the number of points gathered by Rols
in Pyramid R-CNN. Our approach can mitigate the sparsity and
imbalanced distribution problems of point clouds.

stage 3D detectors [45, 37, 14, 38, 29] with remarkable mar-
gins owing to the Rol refinement stage. Different from the
2D counterparts [9, 8, 26, 11, 2] which apply RolPool [§]
or RolAlign [11] to crop dense feature maps on the sec-
ond stage, the 3D detection models generally perform var-
ious Rol feature extraction operations on the Points of In-
terest. For example, Point R-CNN [29] utilizes a point-
based backbone to generate 3D proposals, treats the points
near the proposals as Points of Interest and applies Region
Pooling on those sparse points for box refinement; Part- A2
Net [30] utilizes a voxel-based backbone for proposal gen-
eration, uses the upsampled voxel points as Points of Inter-
est, and applies sparse convolutions on those voxel points
for each Rol; PV-RCNN [27] encodes the whole scene into
a set of keypoints, and utilizes keypoints as Points of Inter-
est for Rol-grid Pooling. Those Points of Interest originate
from raw point clouds and contain rich fine-grained infor-
mation, which is required for the Rol refinement stage.

However, the Points of Interest inevitably suffer from the
sparsity and non-uniform distribution characteristics of in-
put point clouds. As is demonstrated by the statistical re-
sults on the KITTI dataset [7] in Figure 1: 1) Point clouds
can be quite sparse in certain objects. More than 7% of total
objects have less than 10 points, and their visualized shapes
are mostly incomplete. Thus it is hard to identify their cate-
gories without enough context information. 2) The distribu-
tion of object points is extremely imbalanced. The number
of object points ranges from less than 10 to more than 500
on KITTI, and current Rol operations cannot handle the im-
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balanced conditions effectively. 3) The number of Points of
Interest only accounts for a small proportion of input points
or voxels, e.g. 2k keypoints in [27] relative to the 15k total
input points, which exacerbates the above problems.

To overcome the above limitations, we propose Pyramid
R-CNN, a general two-stage 3D detection framework that
can effectively detect objects and adapt along with envi-
ronmental changes. Our main contribution lies in the de-
sign of a novel Rol feature extraction head, named pyra-
mid Rol head, which can be applied on multiple 3D back-
bones and Points of Interest. pyramid Rol head consists of
three key components. Firstly, we propose Rol-grid Pyra-
mid. Given the observation that Points of Interest inside
Rols are too sparse for object recognition, our Rol-grid
Pyramid captures more Points of Interest outside Rols while
still maintaining fine-grained geometric details, by extend-
ing the standard one-level Rol-grid to a pyramid structure.
Secondly, we propose Rol-grid Attention, an effective op-
eration to extract Rol-grid features from Points of Interest.
Rol-grid Attention leverages the advantages of the graph-
based and attention-based point operators by combining
those formulas into a unified formulation, and it can adapt
to different sparsity situations by dynamically attending to
the crucial Points of Interest near the Rols. Thirdly, we pro-
pose the Density-Aware Radius Prediction (DARP) mod-
ule, which can predict the feature extraction radius of each
Rol, conditioning on the neighboring distribution of Points
of Interest. Thus we can address the imbalanced distribu-
tion problem by adaptively adjusting the focusing range for
each Rol. Combining all the above components, the pyra-
mid Rol head shows adaptability to different point cloud
sparsity levels and can accurately detect the 3D objects
with only a few points. Our Pyramid R-CNN is compati-
ble with the point-based [29], voxel-based [30] and point-
voxel-based [27] frameworks, and significantly boosts the
detection accuracy.

We summarize our key contributions as follows:

1) We propose Pyramid R-CNN, a general two-stage
framework that can be applied on multiple backbones for
accurate and robust 3D object detection.

2) We propose the pyramid Rol head, which combines
the Rol-grid Pyramid, Rol-grid Attention, and the Density-
Aware Radius Prediction (DARP) module together to miti-
gate the sparsity and non-uniform distribution problems.

3) Pyramid R-CNN consistently outperforms the base-
lines, achieves 82.08% moderate car mAP on the KITTI
dataset, and ranks 1°! among the LiDAR-only methods on
the Waymo test leaderboard for vehicle detection.

2. Related Work

Single-stage 3D Object Detection. Single-stage methods
can be divided into 3 streams, i.e., point-based, voxel-based
and pillar-based. The point-based single-stage detectors
generally take the raw points as input, and apply set ab-
straction [25, 20] to obtain the point features for box pre-
diction. 3DSSD [38] introduces Feature-FPS as a new sam-

pling strategy for raw point clouds. Point-GNN [31] pro-
poses a graph operator to aggregate the points information
for object detection. The voxel-based single-stage detectors
typically rasterize point clouds into voxel-grids and then
apply 2D and 3D CNN to generate 3D proposals. Vox-
elNet [45] divides points into voxels and leverages a 3D
CNN to aggregate voxel features for proposal generation.
SECOND [37] improves the voxel feature learning process
by introducing 3D sparse convolutions. CenterPoints [41]
proposes a center-based assignment that can be applied on
feature maps for accurate location prediction. Pillar-based
approaches generally transform point clouds into Bird-Eye-
View (BEV) pillars and apply 2D CNNs for 3D object de-
tection. PointPillars [14] is the first work that introduces the
pillar representation. Pillar-based network [35] extends the
idea by proposing the cylindrical view projection. Unlike
the two-stage approaches, the single-stage methods cannot
benefit from the fine-grained point information, which is
crucial for accurate box prediction.

Two-stage 3D object detection. Two-stage approaches
can be divided into 3 streams, based on the representa-
tion of Points of Interest, i.e., point-based, voxel-based and
point-voxel-based. Point-based approaches treat the sam-
pled point clouds as Points of Interest. PointRCNN [29]
generates 3D proposals from raw point clouds and pro-
poses Region Pooling to extract Rol features for the sec-
ond stage refinement. STD [39] proposes a sparse-to-dense
strategy and uses the PointsPool operation for Rol refine-
ment. Voxel-based methods use the voxel points from 3D
CNNs as Points of Interest. Part-A? Net [30] applies 3D
sparse convolutions on the upsampled voxel points for Rol
refinement. Voxel R-CNN [5] utilizes Voxel Rol Pooling
to extract Rol features from voxels. Point-Voxel-based ap-
proaches use the keypoints that encode the whole scene as
Points of Interest. PV-RCNN [27] designs Rol-grid Pooling
to aggregate keypoint features near Rols. PV-RCNN++ [28]
proposes Vector-Pooling to efficiently collect the keypoint
features from different orientations. Compared with the pre-
vious methods, our Pyramid R-CNN shows better perfor-
mance and robustness, and is compatible with all the repre-
sentations of Points of Interest.

3. Pyramid R-CNN

In this section, we detail the design of Pyramid R-CNN,
a general two-stage framework for 3D object detection. We
first introduce the overall architecture in 3.1. Then we in-
troduce three key components in the pyramid Rol head:
Rol-grid Pyramid in 3.2, Rol-grid Attention in 3.3, and the
Density-Aware Radius Prediction (DARP) module in 3.4.

3.1. Overall Architecture

Here, we present a new two-stage framework for ac-
curate and robust 3D object detection, named Pyramid R-
CNN, as shown in Figure 2. The framework can be compati-
ble with multiple backbones, e.g. the point-based backbone,
the voxel-based backbone , or the point-voxel-based back-
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Figure 2. The overall architecture. Our Pyramid R-CNN can be plugged on diverse backbones (e.g. point-based, voxel-based and point-
voxel-based networks), which generate 3D proposals and Points of Interest (yellow points) on the stage-1. On the stage-2, we propose the
pyramid Rol head that can be applied upon the 3D proposals and Points of Interest. In the pyramid Rol head, an Rol-grid Pyramid is first
built to capture more context information. Then for each Rol-grid point (red point), a focusing radius r (red dashed circle) is learned by the
Density-Aware Radius Prediction module. Finally, Rol-grid Attention is performed on the Points of Interest within 7 for box refinement.

bone. On the first stage, those backbones output 3D propos-
als and corresponding Points of Interest: e.g. point clouds
near Rols in [29], upsampled voxels in [30], and keypoints
in [27]. On the second stage, we propose a novel pyramid
Rol head, which consists of three key components: the Rol-
grid Pyramid, Rol-grid Attention, and the Density-Aware
Radius Prediction (DARP) module. For each Rol, we first
build an Rol-grid Pyramid, by gradually enlarging the size
of the original Rol in each pyramid level, and the coordi-
nates of Rol-grid points are determined by the enlarged Rol
size and the grid size. In each pyramid level, the focusing
radius r of the Rol-grid points is predicted from the global
context vector through the Density-Aware Radius Predic-
tion module. Then Rol-grid Attention parameterized by r
is performed to aggregate the features of Points of Interest
into the Rol-grids. Finally, the Rol-grid features are en-
hanced and fed into two individual heads for classification
and regression. We will describe those key components in
the following sections.

3.2. Rol-grid Pyramid

In this section, we present the Rol-grid Pyramid, a sim-
ple and effective module that captures rich context while
still maintains internal structural information. Different
from 2D feature pyramid [ 18] which hierarchically encodes
context information upon dense backbone features, our Rol-
grid Pyramid is applied on each Rol by gradually placing
the grid points out of Rols in a pyramid manner. The idea
behind this design is based on the observation that image
features inside Rols generally contain sufficient semantic
contexts, while point clouds inside Rols contain quite lim-
ited information since object points are naturally sparse and
incomplete. Even though each point has a large receptive
field, the sparse compositional 3D shapes inside Rols are

hard to be recognized. In the following parts we will intro-
duce detailed formulations.

Rol feature extraction generally relies on an Rol-grid for
each Rol, and Rol-grid points collect the features of adja-
cent pixels or neighboring Points of Interest in the 2D or 3D
cases respectively. Supposing we have an Rol with W, L, H
as width, length, and height and (z, y., 2.) as the bottom
left corner, in standard Rol-grid representation, the (4, j, k)

Rol-grid point location p;ﬂz 4 can be computed as:

i W L H
p;j’r‘lzd = (m’ E’ Fh)(05+(17j’ k))+(xm Ye; Zc)a (D
where (N,,, N;, N,,) are the grid sizes in three dimensions
and all grid points are generated inside Rols.

Utilizing features only inside the Rols works well in the
2D detection models, mainly owing to two facts: the input
feature map is dense and the collected pixels have large re-
ceptive fields. However, the cases are different in 3D mod-
els. As is shown in Figure 3, the Points of Interest are natu-
rally sparse and non-uniformly distributed inside the Rols,
and the object shape is extremely incomplete. Thus it is
hard to accurately infer the sizes and categories of objects
by solely collecting the features of few individual points and
not referring to enough neighboring points information.

To resolve the above problems, we propose the Rol-grid
Pyramid which balances the fine-grained and large context
information. The detailed structure is in Figure 3. The key
idea is to construct a pyramid grid structure that contains
the Rol-grid points both inside and outside Rols, so that
the grid points inside Rols can capture fine-grained shape
structures for accurate box refinement, while the grid points
outside Rols can obtain large context information to iden-

tify incomplete objects. The grid points pz];’z 4 for a pyramid
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(a) standard Rol-grid (b) Rol-grid Pyramid

(c) object/context points in (a) (d) object/context points in (b)

Figure 3. Illustration of the Rol-grid Pyramid. Red points in (a)
are the Rol-grid points, and different colors represent different
pyramid levels in (b). In (c) and (d) red points are object points
and blue points are context points captured by the Rol. Compared
to the standard Rol-grid, our Rol-grid Pyramid can capture more
context points while maintain fine-grained internal structures, and
by looking at neighboring vehicle and traffic sign (blue context
points) outside the Rol, the cluster of red object points is easier to
be recognized as a car.

level can be computed as:

puW oL pnH

N, NN

grid

) : (05+ (i7j7 k)) + (mcv Ye, Zc)a
(2)

where p is the enlarging ratio of the original Rol size.
p starts from 1 at the bottom level for maintaining fine-
grained details, and becomes larger when the level goes
higher to capture more context information. The grid size
N’ is initialized with the same value as the original N at
the bottom level and gets smaller at higher levels to save
computational resources. For each pyramid level, features
of grid points f,,;q are then aggregated by Rol-grid Atten-
tion from the features of Points of Interest. Finally, features
of all pyramid levels are combined for boxes refinement.

3.3. Rol-grid Attention

In this section, we introduce Rol-grid Attention, a novel
Rol feature extraction operation that combines the state-of-
the-art graph-based and attention-based point operators [30,

, 43] into a unified framework, and Rol-grid Attention
can serve as a better substitute for conventional pooling-
based operations [27, 5, 28] in 3D detection models. We
first discuss the formulas of pooling-based, graph-based and
attention-based point operators, and then we derive the for-
mulation of Rol-grid Attention.

Preliminary. Let p,,;q be the coordinate of an Rol-grid
point, and p;, f; be the coordinate and the corresponding
feature vector of the 7, Points of Interest near py,;q4. Rol
feature extraction operation aims to obtain the respective
feature vector fg,.;q of the Rol-grid point py;,;q4, using the
information of neighboring p; and f;.

Pooling-based Operators. The pooling-based operators
are extensively applied for Rol feature extraction in most

two-stage 3D detection models [27, 5, 28]. The neighbor-
ing feature f; and the relative location p; — pgriq first go
through a MLP layer to obtain the transformed feature vec-
tor: V* = MLP([f;, pi — Pgrial]), where [-] is the concate-
nation function, and then a maxpooling operation is applied
upon all the transformed features V' to obtain the Rol-grid
ool ,
feature f777:
5:;)(11 = mazpool (V?), 3)
1€Q(r)

where €)(r) means Points of Interest within the fixed radius
r of the Rol-grid point pg.;4. The pooling-based operators
only focus on the maximum channel response and this re-
sults in a loss of much semantic and geometric information.

Graph-based Operators. Graph-based operators can
model the grid points and Points of Interest as a graph.
The graph node ¢ represents the transformed feature of f;:
Vi = MLP(f;), and the edge Q. can be formulated as
a linear projection of the location differences between two
nodes: Q! . = Linear(p; — pgria). For the graph node

pos
of a grid point pyyiq, the feature f7757 " is collected from

adjacent nodes by a weighted combination operation. Fol-
lowing the same notations as Eq.3, the general formula can
be represented as

Fh = N W(Qhe) OV, )
1€Q(r)

where the function W () projects the graph edge embedding
into the scalar or vector weight space, and ® denotes either
the Hadamard product, dot product or scalar-vector product
between learned weights and graph nodes.

Attention-based Operators. Attention-based operators
can also be applied upon the grid points and Points of In-
terest. Q;OS in Eq.4 can be viewed as the query embedding
from the grid point py,;q to the point p;. Vi is the value
embedding obtained from the feature f; as Eq.4. The key
embedding K can be formulated as K* = Linear(f;).
Thus standard attention can be formulated as

i = D W(QpKH oV )
1€Q(r)

Additional normalization function, i.e. softmax, is applied
in W (-). Recently proposed Point Transformer [43] extend-
ing the idea of standard attention and the formula can be
represented as

A=Y WK +Qh,) 0V +Qh,,). (6
1€Q(r)

Rol-grid Attention. In our approach, we analyze the
structural similarity of Eq.4, Eq.5 and Eq.6. We find that
those formulas have common basic elements and opera-
tors. Thus it’s natural to merge those formulas into a unified
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Figure 4. Illustration of Rol-grid Attention. Rol-grid Attention
introduces learnable gated functions o, to dynamically select the
attention components, and it provides a unified formulation that
includes the conventional graph and attention operators.

fi J pi | I

framework with gated functions. We name this new formula
Rol-grid Attention:

foria =Y W(ORK' + 0,Qpos + 0k Qpos K')
i€Q(r) (7

© (Vl + OUQ;JOS)’

where o, is a learnable gated function which can be im-
plemented by a linear projection of the respective embed-
ding with a sigmoid activation output. Rol-grid Attention
is a generalized formulation combining graph-based and
attention-based operations. We can derive the graph oper-
ator Eq.4 from Eq.7 when o, ok, ogk, 0, are 1, 0, 0, 0
respectively. Similarly, we can derive the standard attention
Eq.5 when oy, oy, o4k, 0, are 0, 0, 1, 0, or Point Trans-
former Eq.6 when o, o, ogx, 0y are 1,1, 0, 1.

Rol-grid Attention is a flexible and effective operation
for Rol feature extraction. With the learnable gated func-
tions, Rol-grid Attention is able to learn which point is sig-
nificant to the Rol-grid points, from both the geometric in-
formation )}, and the semantic information K, as well as
their combinations (.. K adaptively. With o,, Rol-grid
Attention can also learn to balance the ratio of geometric
features (Qp0s and semantic features V' used in feature ag-
gregation. Compared with the pooling-based methods, only
a few linear projection layers are added in Rol-grid Atten-
tion, which maintains the computational efficiency. Replac-
ing pooling-based operators with Rol-grid Attention consis-
tently boosts the detection performance.

3.4. Density-Aware Radius Prediction

In this section, we investigate the learning problem of
the radius r, which determines the range Q(r) of neighbor-
ing Points of Interest that participate in the feature extrac-
tion process. The radius 7 is a hyper-parameter used in all
the point operators in 3.3, and has to be determined by re-
searchers in previous approaches. The fixed and predefined
r cannot adapt to the density changes of point clouds, and
may lead to empty spherical ranges if not set properly. In
this paper, we make the prediction of r a fully-differentiable

process and further propose the Density-Aware Radius Pre-
diction (DARP) module, aiming at learning an adaptive
neighborhood for Rol feature extraction. We first introduce
the general formulation of Rol-grid Attention from a prob-
abilistic perspective. Next, we propose a novel method to
differentiate the learning of r. Finally, we introduce the de-
sign of the DARP module.

Rol-grid Attention is composed of two steps: first selects
Points of Interest within the radius r, and next performs
weighted combinations on those points. With the same no-
tations in 3.3, we can reformulate the first step as sampling
from a conditional distribution p(¢|r):

pilr) = {f

Then the second step can be represented as calculating the
probabilistic expectation:

sz _pgridHQ >r

()
llpi — pgridll2 <r

foria = Bip@an W © VY, ©)

where W' denotes W (04 K" + 0,Q, + 0k Q0. K*) and
V' denotes (V' + 0,Q},,,) with a slight abuse of notations.
We propose a new probability distribution s(i|r) as a
substitute for p(i|r), and s(i|r) should satisfy two re-
quirements: i) s(é|r) should have similar characteristics as
p(i|r), which means that most points sampled from s(i|r)
should be inside r; ii) s(i|r) should also leave a few points
outside r, mainly for the exploration of the surrounding en-
vironment. Thus we formulate the probability s(i|r) as:

(||pi_pg’7r_id||2_7ﬁ), (10)

s(i|r) = 1 — sigmoid
where sigmoid(z) = (1 + e~*)~! and 7 is the tempera-
ture which controls the decay rate of probability. With a
small 7, s(i|r) is close to 1 when p; is inside r, and is close
to O if outside, while near the spherical boundary the sam-
pling probability s(¢|r) is between 0 and 1. With s(i|r) as
a smooth approximation to p(¢|r), we want to compute the
gradient of r from the approximated Rol-grid Attention:

Vo foria = ViEimsgin W @ V7. (11)

However, taking the derivative w.r.t. r is still infeasible,
since we cannot directly calculate the gradient of a param-
eterized distribution. The reparameterization trick [12] of-
fers a possible solution to the problem. The key insight is
sampling from a basic distribution and then move the orig-
inal distribution parameters inside the expectation function
as coefficients. The gradient of r can be computed as:

vrf_qrid = ]Ei~U(e) [VT[S(Za T) . Wz © Vl]]; (12)

where s(i, 1) is the same as Eq.10, and the theoretical distri-
bution U (¢) = 1 means that the sampling probability is 1 in
the whole 3D space. In practical, considering the fact that
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Figure 5. Illustration of dynamic radius predicted by the Density-

Aware Radius Prediction module. For each Rol, an adaptive fo-
cusing radius is learned based on the sparsity conditions.

s(i,7) is close to 0 when € > r, we apply an approximation
and restrict the sampling range U (¢) within a sphere with a
radius slightly larger than r, i.e. 7 + 57 in our experiments.
This approximation reduces the computational overhead to
the same level as vanilla Rol-grid Attention. Since s(i, ) is
a differentiable function w.r.t. 7, we are able to compute the
gradient of r in a differential manner using Eq.12. The new
formulation of Rol-grid Attention can be represented as

fgrid = Z W(akKi + an;os + quQ;osKi)
i€U(e) (13)

® (Vi + UUQ;DS) - s(i,r).

Compared with vanilla Rol-grid Attention in Eq.7, a
slightly larger sampling range r + 57 is used and an co-
efficient s(i,7) is added into the original formula, which
costs little additional resources. Although several approxi-
mations are applied, we found that they didn’t hamper the
training but boost the performance in our experiments.

We further propose the DARP module based on Eq.13.
For each pyramid level, a context embedding is obtained by
summarizing the information of Points of Interest near this
Rol, and then the embedding is utilized to predict the radius
r for all grid points in this level.  is further transformed into
an coefficient by s(z,r) and participates in the computation
of Rol-grid Attention. Since the context embedding cap-
tures point cloud information, i.e. density, shape, etc., the
predicted r is able to adapt to the environmental changes,
and is more robust than the human-defined counterpart.

4. Experiments

In this section, we evaluate our Pyramid R-CNN on
the commonly used Waymo Open dataset [32] and the
KITTI [7] dataset. We first introduce the experimental set-
tings in 4.1 and then compare our approach with previous
state-of-the-art methods on the Waymo Open dataset in 4.2
and the KITTI dataset in 4.3. Finally, we conduct ablation
studies to evaluate the efficacy of each component in 4.4.

4.1. Experimental Setup

Waymo Open Dataset. The Waymo Open Dataset contains
1000 sequences in total, including 798 sequences (around

158k point cloud samples) in the training set and 202 se-
quences (around 40k point cloud samples) in the validation
set. The official evaluation metrics are standard 3D mean
Average Precision (mAP) and mAP weighted by heading
accuracy (mAPH). Both of the two metrics are based on
an IoU threshold of 0.7 for vehicles and 0.5 for other cat-
egories. The testing samples are split in two ways. The
first way is based on the distances of objects to the sensor:
0 — 30m, 30 — 50m and > 50m. The second way is ac-
cording to the difficulty levels: LEVEL_1 for boxes with
more than five LiDAR points and LEVEL_2 for boxes with
at least one LiDAR point.

KITTI Dataset. The KITTI dataset contains 7481 training
samples and 7518 test samples, and the training samples are
further divided into the train split (3712 samples) and the
val split (3769 samples). The official evaluation metric is
mean Average Precision (mAP) with a rotated IoU threshold
0.7 for cars. On the fest set mAP is calculated with 40 recall
positions by the official server. The results on the val set
are calculated with 11 recall positions for a fair comparison
with other approaches.

We provide 3 architectures of Pyramid R-CNN, compat-
ible with the point-based, the voxel-based and the point-
voxel-based backbone, respectively. We would like readers
to refer to [33] for the detailed design of those backbones.
Pyramid-P. Pyramid R-CNN for Points is built upon the
point-based method PointRCNN [29]. In particular, we re-
place the Canonical 3D Box Refinement module of PointR-
CNN, with our proposed pyramid Rol head in Pyramid R-
CNN, and we still use the sampled points in [29] as Points
of Interest. The point cloud backbone and other configura-
tions are kept the same for a fair comparison.

Pyramid-V. Pyramid R-CNN for Voxels is built upon the
voxel-based method Part-A? Net [30]. Specifically, we re-
place the 3D sparse convolutional head of Part-A? Net, with
our proposed pyramid Rol head in Pyramid R-CNN, and
we still use the upsampled voxels as Points of Interest. The
voxel-based backbone and other configurations are kept the
same for a fair comparison.

Pyramid-PV. Pyramid R-CNN for Point-Voxels is designed
upon the point-voxel-based method PV-RCNN [27]. In
particular, we replace the Rol-grid Pooling module of PV-
RCNN, with our proposed pyramid Rol head in Pyramid
R-CNN, and we still use the keypoints as Points of Inter-
est. The keypoints encoding process, the 3D sparse convo-
lutional networks and other configurations are kept the same
for a fair comparison.

Implementation Details. Here we only introduce the ar-
chitecture of Pyramid-PV on the Waymo Open dataset. The
implementations of other models are similar and can be
found in the supplementary materials. In Rol-grid Atten-
tion, the number of attention heads is set to 4 and each head
contains 16 feature channels. In the DARP module, the con-
text embedding is extracted from the neighboring Points of
Interest within two spheres with the radius 2.4m and 4.8m.
The temperature 7 starts from 0.02 and exponentially de-
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Method LEVEL._I LEVEL 2 LEVEL_1 3D mAP/mAPH by Distance
ethods 3D mAP/mAPH 3D mAP/mAPH 0-30m 30-50m 50m-Inf
PointPillars [14] 63.3/62.7 55.2/54.7 84.9/84.4 59.2/58.6 35.8/35.2
MVF [44] 62.93/- - 86.30/- 60.02/- 36.02/-
Pillar-OD [35] 69.8/- 88.5/- 66.5/- 42.9/-
AFDet [6] 63.69/- 87.38/- 62.19/- 29.27/-
LaserNet [21] 52.1/50.1 70.9/68.7 52.9/51.4 29.6/28.6
CVCNet [3] 65.2/- - 86.80/- 62.19/- 29.27/-
StarNet [27] 64.7/56.3 45.5/39.6 83.3/82.4 58.8/53.2 34.3/25.7
RCD [1] 69.0/68.5 - 87.2/86.8 66.5/66.1 44.5/44.0
Voxel R-CNN [5] 75.59/- 66.59/- 92.49/- 74.09/- 53.15/-
PointRCNN* [29] 45.05/44.25 37.41/36.74 72.24/71.31 31.21/30.41 23.77/23.15
Pyramid-P (ours) 47.02/46.58 39.10/38.76 74.24/73.78 32.49/31.96 25.68/25.24
Part-A2 Net* [30] 71.69/71.16 64.21/63.70 91.83/91.37 69.99/69.37 46.26/45.41
Pyramid-V (ours) 75.83/75.29 66.77/66.28 92.63/92.20 74.46/73.84 53.40/52.44
PV-RCNN [27] 70.3/69.7 65.4/64.8 91.9/91.3 69.2/68.5 42.2/41.3
Pyramid-PV (ours) 76.30/75.68 67.23/66.68 92.67/92.20 74.91/74.21 54.54/53.45

Table 1. Performance comparison on the Waymo Open Dataset with 202 validation sequences for the vehicle detection. x: re-implemented

by ourselves with the official code.

Method LEVEL_1 LEVEL_2 LEVEL_1 3D mAP/mAPH by Distance
ethods 3D mAP/mAPH 3D mAP/mAPH 0-30m 30-50m 50m-Inf
CenterPoint* [41] 81.05/80.59 73.42/72.99 92.52/92.13 79.94/79.43 61.06/60,42
PV-RCNN* [27] 81.06/80.57 73.69/73.23 93.40/92.98 80.12/79.57 61.22/60.47
Pyramid-PV* (ours) 81.77/81.32 74.87/74.43 93.19/92.80 80.53/80.04 64.55/63.84

Table 2. Performance comparison on the Waymo Open Dataset test leaderboard for the vehicle detection. *: test submissions are the

modified version of original architectures. I: We append another frame following [

cays to 0.0001 in the end. The Rol-grid Pyramid consists of
5 levels, with the number of grid points as 62,43, 43,43, 1
respectively, and for each pyramid level, a focusing radius r
is predicted and shared across all the grid points in this level.
The enlarging ratio p,, and p; are setto 1,1, 1.5, 2, 4 for the
respective level of the Rol-grid Pyramid, and py, is set to 1
in all pyramid levels. The maximum number of points that
participate in Rol-grid Attention for each grid point is set to
8,16, 16, 16, 32 for the corresponding pyramid level.
Training and Inference Details. Our Pyramid R-CNN
is trained from scratch with the ADAM optimizer. On
the KITTI dataset, Pyramid-P, Pyramid-V and Pyramid-
PV are trained with the same batch size 16, the learning
rate 0.01,0.01, 0.005 respectively for 80 epochs on 8 V100
GPUs. On the Waymo Open dataset, we uniformly sam-
ple 20% frames for training and use the full validation set
for evaluation following [27]. Pyramid-P, Pyramid-V and
Pyramid-PV are trained with the same batch size 32, the
learning rate 0.01 for 40 epochs. The cosine annealing
learning rate strategy is adopted for the learning rate decay.
Other configurations are kept the same as the corresponding
baselines [29, 30, 27] for a fair comparison.

4.2. Comparisons on the Waymo Open Dataset

We evaluate the performance of Pyramid R-CNN on
the Waymo Open dataset. The validation results in Ta-
ble 1 show that our Pyramid-P, Pyramid-V and Pyramid-PV
significantly outperform the baseline methods with 2.0%,

] and use a larger voxel backbone.

4.1% and 6.0% mAP gain respectively, and achieves su-
perior mAP on all difficulty levels and all distance ranges,
which demonstrates the effectiveness and generalizability
of our approach. It is worth noting that Pyramid-V sur-
passes PV-RCNN by 12.3% mAP in detecting objects that
are > 50m, which indicates the adaptability of our ap-
proach to the extremely sparse conditions. Our Pyramid-
PV outperforms all the previous approaches with a remark-
able margin, and achieves the new state-of-the-art perfor-
mance 76.30% mAP and 67.23% mAP for the LEVEL_I
and LEVEL_2 difficulty. In table 2, our Pyramid-PV*
achieves 81.77% LEVEL_1 mAP, ranks 1%¢ on the Waymo
vehicle detection leaderboard as of March 10th, 2021, and
surpasses all the LIDAR-only approaches.

4.3. Comparisons on the KITTI Dataset

We evaluate our Pyramid R-CNN on the KITTI dataset.
The test results in Table 3 show that our Pyramid-P,
Pyramid-V and Pyramid-PV consistently outperform the
baseline methods with 4.66%, 2.79% and 0.65% mAP
gain respectively on the moderate car class, and Pyramid-
PV achieves 82.08% mAP, becoming the new state-of-the-
art. The validation results in Table 4 show that Pyramid-
P, Pyramid-V and Pyramid-PV improve the baselines by
4.47%, 3.67% and 0.69% mAP on the moderate car class,
and 1.06%, 0.07% and 0.14% mAP on the hard car class re-
spectively. We note that the performance gains are mainly
from the hard cases, which indicates the adaptability of our
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. AP3p (%)
Methods Modality Easy Mod. Hard |
MV3D [4] R+L 74.97 63.63 54.00
AVOD-FPN [13] R+L 83.07 71.76 65.73
F-PointNet [24] R+L 82.19 69.79 60.59
MMF [16] R+L 88.40 77.43 70.22
3D-CVF [42] R+L 89.20 80.05 73.11
CLOCs [23] R+L 88.94 80.67 77.15
ContFuse [17] R+L 83.68 68.78 61.67
VoxelNet [45] L 7747 65.11 57.73
PointPillars [14] L 82.58 7431 68.99
SECOND [37] L 84.65 7596 68.71
STD [39] L 87.95 79.71 75.09
Patches [15] L 88.67 77.20 71.82
3DSSD [38] L 88.36  79.57 74.55
SA-SSD [10] L 88.75 179.79 74.16
TANet [19] L 85.94 7576 68.32
Voxel R-CNN [5] L 90.90 81.62 77.06
HVNet [40] L 87.21 77.58 71.79
PointGNN [31] L 88.33 79.47 72.29
PointRCNN [29] L 86.96 75.64 70.70
Pyramid-P (ours) L 87.03 80.30 76.48
Part- A2 Net [30] L 87.81 78.49 73.51
Pyramid-V (ours) L 87.06 81.28 76.85
PV-RCNN [27] L 90.25 8143 76.82
Pyramid-PV (ours) L 88.39 82.08 77.49

Table 3. Performance comparison on the KITTI fest set with AP
calculated by 40 recall positions for the car category. R+L denotes
the methods that combines RGB data and point clouds. L denotes
LiDAR-only approaches.

APs3p (%)
Methods Easy Mod. Hard |
PointRCNN [29] 88.88 78.63 77.38
Pyramid-P (ours) 88.47 83.10 78.44
Part-A? Net [30] 89.47 79.47 78.54
Pyramid-V (ours) 88.44 83.14 78.61
PV-RCNN [27] 89.35 83.69 78.70
Pyramid-PV (ours) 89.37 84.38 78.84

Table 4. Performance comparison on the KITTI val split with AP
calculated by 11 recall positions for the car category.

approach, and the observations on the KITTI dataset are
consistent with those on the Waymo Open dataset.

4.4. Ablation Studies

The effects of different components. As is shown in
Table 5, on the Waymo validation set, the Rol-grid Pyra-
mid of the Pyramid-PV model improves over the baseline
by 1.20% mAP, mainly because the Rol-grid Pyramid is
able to capture large context information which benefits the
detection of the hard cases. Based on the Rol-grid Pyramid,
replacing Rol-grid Pooling with Rol-grid Attention boosts
the performance by 0.51% mAP, which indicates that Rol-
grid Attention is a more effective operation than Rol-grid
Pooling. Using the adaptive radius r instead of the fixed ra-

| Methods | RP. D.ARP. RA.|LEVEL_I mAP |
PV-RCNN 70.30
PV-RCNN* 74.06
(a) v 75.26
(b) v v 75.63
(c) v v 75.77

(d) v v v 76.30

Table 5. Effects of different components in Pyramid-PV on the
Waymo dataset. R.P.: the Rol-grid Pyramid. D.A.R.P.: the
Density-Aware Radius Prediction module. R.A.: Rol-grid Atten-
tion. x: re-implemented by ourselves with the official code.

| Methods | gridsize | puw,pr | LEVEL_.1 mAP |
PV-RCNN [6, 6] [1,1] 74.06
(a) [6,4,4] [1,1,2] 74.55
(b) [6,4,4.4] [1,1,2,4] 74.71
(c) [6,4,4,4,1] | [1,1,1.5,2,4] 75.26

Table 6. Effects of different Rol pyramids in Pyramid-PV on the
Waymo dataset. Each element in [-] stands for the respective pa-
rameter of a pyramid level.

| Methods | Inference speed (Hz) |
PointRCNN [29] 10.08
Pyramid-P (ours) 8.92
Part-A2 Net [30] 11.75
Pyramid-V (ours) 9.68
PV-RCNN [27] 9.25
Pyramid-PV (ours) 7.86

Table 7. Comparisons on the inference speeds of different detec-
tion models on the KITTI dataset.

dius boosts the performance by 0.37% mAP, which demon-
strates the efficacy of the DARP module.

The effects of different pyramid configurations. As
is shown in Table 6, we found that the Rol-grid Pyramid
with p,,, p; > 1 enhances the performance compared with
the standard Rol-grid only with p,,, p; = 1, mainly because
placing some grid points outside Rols encodes richer con-
texts. The total number of used grid points is 409, which is
comparable to 432 grid points used in [27].

Inference speed analysis. We test the inference speed of
different frameworks under a single V100 GPU with batch
size 1, and obtain the average running speed of all samples
in KITTI val split. Table 7 shows that our models maintain
computational efficiency compared to the baselines, and the
pyramid Rol head only adds little latency per frame.

5. Conclusion

We present a general two-stage framework Pyramid R-
CNN which can be applied upon diverse backbones. Our
framework can handle the sparse and non-uniform distribu-
tion problems of point clouds by introducing the pyramid
Rol head. For future work, we plan to optimize Pyramid
R-CNN for efficient inference.
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