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In this supplementary material, we present additional hu-
man study details, additional qualitative results, and addi-
tional ablation study results. In Sec. 1, we provide details
of human study experiments. Sec. 2 presents the additional
visualisation results of transformer encoder-decoder atten-
tion maps. Sec. 3 presents additional quantitative results on
RIMES [4] and CVL [6] datasets. Sec. 4 shows qualitative
comparison of our proposed HWT. Sec. 5 presents hand-
written text recognition results. Sec. 6 shows the interpola-
tions between two different calligraphic styles on the IAM
dataset. Finally, Sec. 7 presents additional ablation results
and Sec. 8 presents some additional experiment results.

1. Human Study Additional Details

Here, we present results of our two user studies on 100
human participants to evaluate the human plausibility in
terms of style mimicry of our proposed HWT. In both these
user studies, the forged samples are generated using unseen
writing styles of test set writers of IAM dataset, and for
textual content we use sentences from Stanford Sentiment
Treebank [7] dataset.
User Preference Study: Fig. S1 shows the interface for the
User preference study experiment, which compares styled
text images. In this study, each participant is shown a
real handwritten text image of a person and the synthe-
sized handwriting text images of that person using our pro-
posed HWT, Davis et al. [1] and GANwriting [5]. We ran-
domly present generated results of these methods to the
user. Then, the user can compare the real image and the
generated images side by side on the same screen and with-
out any time restriction to give the answer. Each participant
is required to provide response for a total of ten questions.
Overall, we have collected 1000 responses from 100 partic-
ipants. Table S1 shows the results of User preference study.
Davis et al. [1] and GANwriting [5] were preferred 9% (90
responses out of the total 1000) and 10% (100 responses
out of the total 1000), respectively. Our proposed HWT
was preferred 81% (810 responses out of the total 1000 re-

Table S1: User preference study in comparison to GAN-
writing [5] and Davis et al. [1]. The result shows that our
proposed HWT was preferred 81% of the time over the
other two compared methods.

Total
Responses

User
Preferences

GANwriting [5]
1000

100
Davis et al. [1] 90
HWT (Ours) 810

Table S2: Confusion matrix (%) obtained from User plausi-
bility study. Only 48.1% of the images were correctly clas-
sified, indicating an output comparable to a random choice
in a two-class problem.

Actual Predicted
Real Fake

Real 24.9 25.1
Fake 26.8 23.2

sponses) over the other two existing methods.
User Plausibility Study: Fig. S2 shows the interface for
the User plausibility study, which evaluates the proximity
of the synthesized samples generated by our proposed HWT
to the real samples. Here, each participant is shown a per-
son’s actual handwriting, followed by six samples, where
each of these samples is either genuine or synthesized hand-
writing of the same person. Each participant received equal
number of real and forged samples. Participants are asked
to identify whether a given handwritten sample is genuine
or not (forged/synthesized) with no time limit restriction to
answer the question. In total, we collect 6000 responses for
100 human participants as each one provides 60 responses.
The study revealed that the generated images produced by
our proposed HWT were deemed plausible. Table S2 shows
the confusion matrix of the human assessments. For this
particular study, only 48.1% of the images have been cor-
rectly classified, which indicates a comparable performance



Table S3: Comparison of our HWT with GANwriting [5]
in terms of FID scores computed between generated text
images and real text images of RIMES [4] and CVL [6]
datasets, respectively. HWT achieves promising results on
both datasets. Best results are in bold.

Dataset Method IV-S IV-U OOV-S OOV-U

RIMES GANwriting [5] 101.30 105.32 115.65 118.78
HWT (Ours) 93.65 95.43 103.78 107.05

CVL GANwriting [5] 145.56 157.53 157.89 165.45
HWT (Ours) 134.78 139.72 143.09 145.76

Table S4: Handwritten text recognition (HTR) results on
CVL [6] dataset. We compare our HWT with HiGAN [3]
and ScrabbleGAN [2] under identical settings, following
the protocol used in HiGAN paper. Our HWT outper-
forms both HiGAN [3] and ScrabbleGAN [2], suggesting
that generated images from HWT helps to achieve improved
recognition results.

Method Training Data CVL(%) CVLoov(%)
GAN CVL IAM WER CER WER CER

— ✗ ✓ ✓ 29.41 13.13 37.63 17.16
HiGAN [3] ✓ ✓ ✓ 28.91 12.54 37.06 16.67
ScrabbleGAN [2] ✓ ✓ ✓ 28.68 12.13 37.10 16.73
HWT (Ours) ✓ ✓ ✓ 27.81 11.84 36.47 15.95

to random choice in a two-class problem.

2. Additional Visualizations of Transformer
Encoder-Decoder Attention

Fig. S3 shows the visualization of attention maps ob-
tained using encoder-decoder of our HWT at the last layer
of the transformer decoder. We compute the attention
matrices for four different words: ‘laughs’, ‘because’,
‘inside’, and ‘fashion’. Note that the attention maps
generated by our model focus on the relevant regions of in-
terest in the style examples for each query character. For in-
stance, to infer character-specific style attributes of a given
character ‘h’ in the query word ‘laughs’, the model gives
priority to multiple image regions containing the charac-
ter ‘h’. Note that if the query character isn’t found in the
style examples, the model attempts to find similar charac-
ters. For example, to obtain character representation of ‘u’
in the query word ‘laughs’, the attention algorithm high-
lights image regions containing similar characters (e.g. ‘n’).

3. Additional Quantitative Results on RIMES
and CVL Datasets

We present additional qualitative results on RIMES [4]
and CVL [6] datasets for styled handwritten text genera-
tion. The RIMES dataset contains over 60k images written
by 1300 distinct writers, all of which are in the French lan-

guage. The CVL dataset consists of seven handwritten doc-
uments. About 310 people contributed to these texts, result-
ing in approximately 83k word crops separated into train
and test sets. Tab. S3 shows that our proposed HWT per-
forms favorably against GANwriting [5] on both datasets.

4. Additional Qualitative Comparison
Figs. S4-S21 show qualitative comparison between our

proposed HWT with [5, 1] for styled handwritten text gen-
eration. Note that we use the same textual content for all
the examples figures for all the three methods to ensure a
fair comparison. The first row in each figure presents the
different writers example style images. The rest of the rows
correspond to our HWT and [5, 1] respectively. The qual-
itative results suggest that our method is promising at im-
itating character-level patterns, while the other two meth-
ods struggle to retain character-specific details. The suc-
cess of the other two methods is limited to capturing only
the global patterns (e.g., slant, ink widths). In some cases,
these methods even struggle to capture global styles. In
Fig. S6, Fig. S16 and Fig. S18, Davis et al. [1] suffer to cap-
ture the slant. Whereas, in Fig. S16 and Fig. S20, the ink
width of the images generated by this method is not con-
sistent with the style examples. On the other hand, since
GANwriting [5] is limited to a fixed length query words, it
is unable to complete few words that exceed the limit.

Figs. S22-S23 show qualitative results using the same
text as in the style examples to compare our proposed HWT
with [5, 1]. Figs. S24-S26 show examples, where we aim
to generate arbitrarily long words. The results show that our
model is capable of consistently imitating the styles of the
given style example, even for arbitrarily long words. Note
that GANwriting [5] struggles to generate long words.

5. Improving Handwritten Text Recognition
We utilize our generated samples for Handwritten Text

Recognition (HTR) training to validate if the generated im-
ages can help improve recognition performance. Tab. S4
shows recognition results on CVL dataset. We compare
with HiGAN [3] and ScrabbleGAN [2] under identical set-
tings, following HTR protocol used in HiGAN. Our HWT
performs favorably against both HiGAN and ScrabbleGAN
for HTR task.

6. Latent Space Interpolations
Fig. S27 shows interpolations between two different cal-

ligraphic styles on the IAM dataset. To interpolate by λ
between two writers A and B, we compute the weighted
average ZAB = λZA + (1− λ)ZB , while keeping the tex-
tual contents fixed. Here, ZA and ZB are the style feature
sequences obtained from encoder TE . It is worth mention-
ing that our models produce images seamlessly by adjust-



ing from one style to other, which indicates that our model
generalizes in the latent space rather than memorizing any
trivial writing patterns.

7. Additional Ablation Results

Fig. S28 presents additional qualitative results that show
the impact of integrating transformer encoder (Enc), trans-
former decoder (Dec) and cycle loss (CL) to the baseline
(Base). Fig. S29 shows additional qualitative comparisons
between word-level and character-level conditioning.

8. Additional Experiments

Source image requirements: We vary #source style ex-
amples (P = [5:5:25]) and compare with GANwriting [14].
We observe favorable results against [5] at all P values with
consistent gains of over 12% in FID score.
Comparison with HiGAN [3]: For fair comparison
with [1, 2], we follow their experimental setup [1] in
Tab. 2 of our main paper, which is agnostic to writing
style mimicry. HiGAN uses a slightly different evalua-
tion setup, where both writing style mimicry and content
consistency are considered. For fair comparison with Hi-
GAN [3], we perform three experiments and report FID
scores. We evaluate (i) HWT in HiGAN evaluation set-
ting (HiGAN: 17.28 vs. Ours: 14.33), (ii) HiGAN in our
Tab. 2 settings (HiGAN: 21.56 vs. Ours: 19.40) (iii) Hi-
GAN in one of the most challenging settings (OOV-U) in
our Tab. 1 (HiGAN: 129.89 vs. Ours: 114.10). In all three
experiments, we observe that our proposed HWT performs
favourably against HiGAN.
Line-level FID Comparison: In Tab. 2 of our main pa-
per, similar to [2], we compute the FID scores at word-
level. Also, we perform line-level evaluation by concate-
nating word images and obtain promising (Davis et al. [1]:
20.65 vs. Ours: 19.48).
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Figure S1: Screenshot of the Interface used in User preference study experiment. Each participant is shown the real hand-
written text image (on the left side) of a person and synthesized handwriting text images (on the right side) of that person
generated using three different methods. Participants have to mark the best method for mimicking the real handwriting style.

Figure S2: Screenshot of the Interface used in User plausibility study experiment. Each participant is shown a person’s actual
handwriting (on the left side), followed by six samples (on the right side), where three out of these samples are genuine and
the rest are synthesized. Participants have to classify each sample as genuine or forgery by looking at the real image.



Figure S3: Additional visualization results of encoder-decoder attention maps at the last layer of the transformer decoder.
The attention maps are computed for four different query words: ‘laughs’, ‘because’, ‘inside’, and ‘fashion’. Heat
maps corresponding to all characters (including repetitions, as the letter ‘i’ appears twice in ‘inside’) of these query words
are shown in the figure.



Figure S4: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘With more character development this might have been an eerie thriller with better payoffs it could
have been a thinking’.

Figure S5: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Its not helpful to listen to extremist namecalling regardless of whether you think Kissinger was a
calculating’.

Figure S6: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Shaky closeups of turkeyonrolls stubbly chins liver spots red noses and the filmmakers new bobbed
do draw easy chuckles but’.



Figure S7: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘This film was made by and for those folks who collect the serial killer cards and are fascinated by
the mere suggestion’.

Figure S8: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Its a drawling slobbering lovable runon sentence of a film a Southern Gothic with the emotional
arc of its raw blues’.

Figure S9: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘LRB W RRB hile long on amiable monkeys and worthy environmentalism Jane Goodalls Wild
Chimpanzees is short’.



Figure S10: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when gen-
erating the same text ‘For close to two hours the audience is forced to endure three terminally depressed mostly inarticulate
hyper dysfunctional’

Figure S11: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Claude Chabrols camera has a way of gently swaying back and forth as it cradles its characters
veiling tension beneath’.

Figure S12: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Though the plot is predictable the movie never feels formulaic because the attention is on the
nuances of the’.



Figure S13: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘A comingofage tale from New Zealand whose boozy languid air is balanced by a rich visual clarity
and deeply felt’.

Figure S14: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Unfortunately Kapur modernizes AEW. Masons story to suit the sensibilities of a young American
a decision that plucks The’.

Figure S15: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Unless Bob Crane is someone of particular interest to you this films impressive performances and
adept direction are’.



Figure S16: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Affirms the gifts of all involved starting with Spielberg and going right through the ranks of the
players oncamera and off’.

Figure S17: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Though this rude and crude film does deliver a few gut-busting laughs its digs at modern society
are all things we ve seen’.

Figure S18: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘You ll laugh at either the obviousness of it all or its stupidity or maybe even its inventiveness but
the point is’.



Figure S19: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘Writerdirector s Mehta s effort has tons of charm and the whimsy is in the mixture the intoxicating
masala of cultures’.

Figure S20: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘While easier to sit through than most of Jaglom s selfconscious and gratingly irritating films it s’.

Figure S21: Additional qualitative comparisons of our proposed HWT with GANwriting [5] and Davis et al. [1], when
generating the same text ‘The connected stories of Breitbart and Hanussen are actually fascinating but the filmmaking in
Invincible is such that the’.



Figure S22: Reconstruction results using the proposed HWT in comparison to GANwriting [5] and Davis et al. [1]. We use
the same text as in the style examples to generate handwritten images.



Figure S23: Reconstruction results using the proposed HWT in comparison to GANwriting [5] and Davis et al. [1].



Figure S24: Handwritten text image generation of arbitrarily long words. We generate the 21-letter word
‘Incomprehensibilities’ in three different styles and compare the results with Davis et al. [1].

Figure S25: Handwritten text image generation of arbitrarily long words. We generate the 30-letter word
‘Pseudopseudohypoparathyroidism’ in three different styles and compare the results with Davis et al. [1].

Figure S26: Handwritten text image generation of arbitrarily long words. We generate the 28-letter word
‘Antidisestablishmentarianism’ in three different styles and compare the results with Davis et al. [1].



Figure S27: Latent space interpolations between calligraphic styles on the IAM dataset. The first and last image in each col-
umn correspond to writing styles of two different writers. Total we have shown five sets of interpolation results. We observe
how the generated images seamlessly adjust from one style to another. This result shows that our model can generalize in the
latent space rather than memorizing any trivial writing patterns.

Figure S28: Additional qualitative ablation of integrating transformer encoder (Enc), transformer decoder (Dec) and cycle
loss (CL) to the baseline (Base) on the IAM dataset. We show the effect of each component when generating six different
words ‘especially’, ‘ethereal’, ‘emotional’, ‘standard’,‘resorts’, and ‘under’.

Figure S29: Additional qualitative comparisons between word and character-level conditioning on IAM dataset. We show the
comparison between word and character-level conditioning when generating six different words ‘engaging’, ‘actually’,
‘movie’, ‘rhythms’,‘what’, and ‘evocative’.


