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1. Angry Annotation Bias Between Genders
1.1. OpenFace Accuracy for Angry AUs

We evaluate annotation bias for the angry expression.
Recall that anger is defined as the combination of AU4
(brow lowerer), AUS (upper lid raiser), AU7 (lid tightener),
and AU23 (lip tightener). In this section, we check the qual-
ity of OpenFace AU recognition by comparing its output
with the expert-coded EmotioNet dataset that consists of
24,600 images [3]. Since EmotioNet does not have labels
for AU7 and AU23, we are only able to check for AU4 and
AUS.

Table 1 shows the OpenFace AU accuracy results for
AU4 and AUS. Similar to the case of happiness expres-
sion, we binarize the AU intensity outputs of OpenFace
using a threshold that is chosen to maximize the overall
accuracy of prediction. The accuracy result is shown as
“Raw” in Table 1. The difference between males and fe-
males is small for AUS, while it is not negligible for AU4.
Thus, we re-calibrate the OpenFace output so that differ-
ent binarization thresholds are chosen to balance the accu-
racy between males and females. We remark that learning
subgroup-specific thresholds is a common technique used
to achieve fairness [12]. As shown in the “Recalibrated”
column of Table 1, there is no statistically significant differ-
ence between males and females after calibration (i.e., the
AU’s are fair). Since there is little difference in AUS5 before
and after calibration, we will only apply calibration to AU4
in the below evaluations.

1.2. Annotation Bias of the Angry Expression

In this section, we present evaluation results for the an-
gry annotation bias in major public datasets. Similar to the
evaluation of happy annotations, we apply the OpenFace
AU detector and obtain the AU presence and AU inten-
sity information for each image. AU4 intensities are then
binarized into AU4 presence variable using the calibrated
thresholds found earlier. All other AUs (AUS, AU7, and
AU23) use the raw AU presence outputs from OpenFace
since no adjustment is needed or available as shown in the
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AU4 Accuracy AUS Accuracy
Raw  Recalibrated Raw Recalibrated
Male 0.854 0.857 0.968 0.958
Female || 0.928 0.855 0.958 0.958
p-value || 0.000 0.779 0.00002 0.880

Table 1: Accuracy of OpenFace AU Recognition, evaluated
on 24,600 EmotioNet images with expert-coded AUs. For
the raw accuracy, the AU intensity output of OpenFace are
binarized using a single threshold that maximizes the over-
all accuracy, while for the re-calibrated accuracy, different
binarization thresholds are chosen to balance the accuracy
between males and females.

previous section. We also apply our gender classifier when
the gender information is not available (i.e., for ExpW and
AffectNet).

Table 2 shows the proportion of “angry” labels among
males and females conditioned on different values of AU4,
AUS, AU7, and AU23. For each of the conditional distribu-
tions of “angry,” a chi-square test of independence is used
to determine whether there is a significant relationship be-
tween the labels and gender after controlling for the AUs.
Unlike Table 2 in the paper, only marginal distributions
are shown since the joint distribution of (AU4, AUS, AU7,
AU23) can take 2% = 16 possible values and in many cases
do not contain enough data or significantly reduce the power
of statistical testing. This is expected since many AU’s are
correlated and so some combinations of (AU4, AUS, AU7,
AU23) are much more likely than others. We believe that
the distributions of “angry” labels conditioned on marginal
AU still provides useful information for comparing the la-
bels of lab-controlled datasets and in-the-wild datasets.

From Table 2, we can see significant differences between
lab-controlled datasets and in-the-wild datasets. The pat-
tern is similar to that of the happiness expression. For both
KDEF and CFD, the distribution of “angry” labels is inde-
pendent of gender when the AUs are controlled. On the
other hand, for ExpW, RAF-DB, and AffectNet, the propor-
tion of “angry” labels is significantly higher for males than



Data Conditioned on Marginal AU Conditioned on Marginal AU
(Collectin p-value of p-value of
Conditiorf AU rlif}ni?)/ T;%ng}:r)y A X2 test for AU F/i%n%\j[}; T[i%ngFr)y A X2 test for
Size) ’ K Y UL Z > > Y 1L Z
AU4=0 0.090 0.060 0.030 | 0.103 AU7=0 0.124 0.089 0.035 | 0.246
KDEF (Lab, AU4=1 0.405 0.465 -0.061 | 0.408 AU7=1 0.162 0.178 -0.016 | 0.609
980) [8] AU5=0 0.207 0.173 0.034 | 0.320 AU23=0 0.123 0.133 -0.009 | 0.684
AU5=1 0.071 0.104 -0.032 | 0.231 AU23=1 0.268 0.220 0.047 | 0.533
CFD AU4=0 0.075 0.091 -0.016 | 0.324 AU7=0 0.026 0.043 -0.017 | 0.228
(Lab. 1.207) AU4=1 1.000 0.933 0.067 | - AU7=1 0.245 0.233 0.012 | 0.743
’[9]’ AU5=0 0.132 0.156 -0.023 | 0.326 AU23=0 0.081 0.074 0.007 | 0.711
AU5=1 0.096 0.072 0.024 | 0.448 AU23=1 0.208 0.237 -0.028 | 0.490
ExpW (Web AU4=0 0.041 0.033 0.008 | 0.000 *** AU7=0 0.034 0.026 0.008 | 0.000 ***
91,793) ’ AU4=1 0.145 0.126 0.019 | 0.235 AU7=1 0.053 0.044 0.008 | 0.000 ***
[ 5’ 16] AU5=0 0.042 0.035 0.007 | 0.000 *** AU23=0 0.045 0.036 0.009 | 0.000 ***
’ AU5=1 0.046 0.035 0.010 | 0.000 #*** AU23=1 0.041 0.033 0.008 | 0.010 **
RAF-DB AU4=0 0.089 0.030 0.058 | 0.000 *** AU7=0 0.052 0.017 0.036 | 0.000 ***
(Web AU4=1 0.295 0.061 0.234 | 0.000 *** AU7=1 0.127 0.046 0.081 | 0.000 ***
15.339) ’[7] AU5=0 0.108 0.037 0.071 | 0.000 *** AU23=0 0.089 0.031 .058 0.000 *3*
’ AU5=1 0.043 0.013 0.030 | 0.000 *** AU23=1 0.097 0.032 .066 0.000 *3**
AffectNet- AU4=0 0.083 0.036 0.047 | 0.000 *** AU7=0 0.088 0.037 0.051 | 0.000 ***
Manual AU4=1 0.287 0.112 0.175 | 0.000 *** AU7=1 0.093 0.039 0.054 | 0.000 ***
(Web, AU5=0 0.093 0.037 0.056 | 0.000 *** AU23=0 0.092 0.037 0.054 | 0.000 ***
420,299) [10] || AUS5=1 0.084 0.038 0.046 | 0.000 *** AU23=1 0.086 0.038 0.048 | 0.000 ***
AffectNet- AU4=0 0.095 0.019 0.066 | 0.000 *** AU7=0 0.081 0.017 0.064 | 0.000 ***
Automatic AU4=1 0.374 0.118 0.256 | 0.000 *** AU7=1 0.108 0.026 0.083 | 0.000 ***
(Web, AU5=0 0.103 0.023 0.080 | 0.000 *** AU23=0 0.096 0.019 0.077 | 0.000 ***
539,607) [10] || AU5S=1 0.071 0.018 0.053 | 0.000 *** AU23=1 0.085 0.029 0.056 | 0.000 ***

Signif. codes: 0 “*** 0.001 “** 0.01 “*> 0.05 “” 0.1 *” 1

Table 2: Proportion of “angry” labels among males and females conditioned on AU4, AUS, AU7, and AU23 for each of the
popular expression datasets. Here Y € {0, 1} is the “angry” label, Z € {M, F'} is the gender attribute. Blanks and omitted
p-values indicate that the AUs do not contain enough data for the chi-square tests.

females even when the AUs have been controlled.

Figure 1 shows the proportion of “angry” labels as a
function of AU intensities for each in-the-wild dataset. The
proportion of “angry” labels is higher when the AU inten-
sities are higher, but the effect is different between males
and females. All in-the-wild datasets show large discrep-
ancies in the conditional distributions of “angry” labels be-
tween males and females. This is consistent with the result
in Table 2, and we conclude that angry annotation bias is a
prominent issue for in-the-wild datasets.

1.3. Bias Correction for the Angry Expression

In this section, we examine the effectiveness of the pro-
posed AUC-FER algorithm in removing angry annotation
bias. Similar to the experiments we did for the happiness
expression, we compare our algorithm with other debiasing
methods in the fairness literature, including uniform confu-
sion [1], gradient reversal [14], domain discriminative train-
ing [13], and domain independent training [13].

To test for robustness of our algorithm, we use
AffectNet-Automatic as our training data instead of ExpW
as we did for the happiness expression evaluation. The

training data is of size 20,000 and is randomly sampled
from AffectNet-Automatic. The test set is still constructed
from CFD [9]. In particular, we remove from CFD a few
easy non-angry images (whose predicted scores from a pre-
trained naive classifier are less than 0.05) and then balance
the number of male and female images in each AU combi-
nation. Doing so also balances the number of angry images
between males and females. Similar to the experiments for
the happiness expression, the thresholds for binarizing the
output of the trained classifier are adjusted to maximize the
accuracy on the test set.

For all experiments, we use the ResNet-50 architecture
[4] pre-trained on ImageNet in PyTorch. The baseline
model is a naive classifier fine-tuned by Adam optimization
[6] with a learning rate of 0.0001 in PyTorch. For the four
benchmark models, we follow Wang et al. [13] and replace
the FC layer of the ResNet-50 model with two consecutive
FC layers both of size 2048 with Dropout and ReLU in be-
tween. For AUC-FER, we use the PyTorch Metric Learning
library [11] for the triplet loss implementation, and the hy-
perparameter A which trades off Ly fimae and ALy, is set
to 10. The training data is resampled so that the number of
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Figure 1. Proportion of “angry” labels among males and females conditioned on AU4, AUS, AU7, and AU23 intensity for each in-the-wild
expression dataset. Significant differences can be seen between males and females, indicating the presence of annotation bias.

images is balanced for each gender and AU combination.
The experiment is repeated 5 times for each model.

Since the attribute we are interested in is “angry”, the
Calders-Verwer (CV) discrimination score [2] here is de-
fined as:

Disc = |P(Y = Angry|M) — P(Y = Angry|F)|. (1)

Table 3 shows the discrimination scores for all debiasing
methods and compares them against the baseline model. All
methods achieve a reduction in bias, but AUC-FER obtains
the lowest discrimination score, which is a 72% reduction in
bias compared to the baseline model. This again shows that
the proposed AUC-FER algorithm is effective in removing
annotation bias.

2. Happy Annotation Bias Across Age Groups

In this section, we describe the evaluation of annotation
bias for the happy expression across age groups. We note
that most of the datasets (both lab-controlled and in-the-
wild) are severely dominated by younger people, making
the statistical tests challenging.

Since only RAF-DB includes age labels, we first train

Methods . Compared to
Disc .
(ResNet-50 [4]) Baseline (%)
Baseline 0.064 £ 0.020 -
Uniform Confusion [1] 0.044 £+ 0.025 68.3
Gradient Projection [14] 0.031 £ 0.031 49.2
Domain Discriminative [13] 0.041 £ 0.051 63.5
Domain Independent [13] 0.021 £0.018 333
AUC-FER (Ours) 0.018 £ 0.039 28.2

Table 3: Discrimination scores for various debiasing meth-
ods using the ResNet-50 architecture trained on random
subsets of AffectNet-Automatic of size 20,000 and tested
on CFD for the anger expression.

a simple age classifier with ResNet-34 architecture [4] us-
ing the FairFace dataset [5] similar to that for training
a gender classifier. We then apply the trained classifier
on the datasets that do not have age labels (i.e., KDEF,
CFD, ExpW, and AffectNet). The age predictions are then
grouped into the following 4 groups: “less than 197, “20-
397, “40-59”, and “more than 60.” The original labels pro-
vided by RAF-DB are “0-3,” “4-19,” “20-39,” “40-69,” and
“70+.” We group the “0-3” and “4-19” age groups together
to increase the number of samples in each age group. In



Metrics 4 Age Groups { 2 Age Groups
Data P(Happy|AU6, AU12) | <19 [20-39 [ 40-59" | > 60" | p-value <39 [ >40 | p-value
P(Happy|(0, 0)) 0.169 | 0.190 | 0.177 0.207 | 0.000 *** 0.187 | 0.191 | 0.382
P(Happy|(1, 0)) 0.190 | 0.262 | 0.251 0.303 | 0.017 * 0.251 | 0.274 | 0.306
ExpW P(Happy|(0, 1)) 0.763 | 0.708 | 0.586 0.626 | 0.000 s 0.716 | 0.606 | 0.000 ***
[15, 16] P(Happy|(1, 1)) 0.838 | 0.832 | 0.765 0.806 | 0.000 *** 0.833 | 0.785 | 0.000 ***
P(Happy) 0.321 | 0.335 | 0.299 0.346 0.333 | 0.320
Number of samples 11,561 | 62,622 | 6,033 5,139 74,183 | 11,172
P(Happy|(0, 0)) 0.231 | 0.168 | 0.249 0.130 | 0.000 #*s* 0.234 | 0.168 | 0.000 ***
P(Happy|(1, 0)) 0.320 | 0.180 | 0.285 0.250 | 0.003 ** 0.410 | 0.180 | 0.000 ***
RAF-DB [7] P(Happy|(0, 1)) 0.859 | 0.837 | 0.891 0.741 | 0.209 0.877 | 0.837 | 0.076.
P(Happy|(1, 1)) 0.837 | 0.857 | 0.903 0.879 | 0.010 ** 0.903 | 0.857 | 0.048 *
P(Happy) 0.379 | 0.340 | 0.536 0.433 0.438 | 0.340
Number of samples 3,205 6,805 1,911 293 10,111 | 2,103
P(Happy|(0, 0)) 0.141 | 0.157 | 0.078 0.078 | 0.000 s 0.112 | 0.078 | 0.000 ***
AffectNet P(Happy|(1, 0)) 0.407 | 0.241 | 0.225 0.272 | 0.023 * 0.272 | 0.240 | 0.287
Manual P(Happy|(0, 1)) 0.746 | 0.697 | 0.599 0.525 | 0.000 s 0.705 | 0.584 | 0.000 ***
[10] P(Happy|(1, 1)) 0.824 | 0.839 | 0.797 0.749 | 0.000 s 0.837 | 0.784 | 0.000 ***
P(Happy) 0.342 | 0.324 | 0.282 0.282 0.327 | 0.282
Number of samples 4,041 20,486 | 8,477 2,690 24,527 | 11,167
P(Happy|(0, 0)) 0.244 | 0.184 | 0.160 0.153 | 0.000 *s: 0.198 | 0.158 | 0.000 ***
AffectNet- P(Happy|(1, 0)) 0.591 | 0428 | 0.435 0.436 | 0.017 * 0478 | 0.436 | 0.210
Automatic P(Happy|(0, 1)) 0.867 | 0.858 | 0.822 0.711 | 0.000 s 0.860 | 0.800 | 0.000 ***
[10] P(Happy|(1, 1)) 0.887 | 0.932 | 0.932 0.882 | 0.000 *:** 0.924 | 0918 | 0.436
P(Happy) 0.437 | 0.423 | 0.394 0.379 0.426 | 0.390
Number of samples 6,876 | 24,111 | 8,432 2,865 30,987 | 11,297

Signif. codes: 0 “**** 0.001 “*** 0.01 “** 0.05 > 0.1 ** 1
! For RAF-DB, the 4 age groups are < 19, 20 - 39, 40 - 69, and

>170.

Table 4: Conditional and marginal distributions of “happy” labels along with the numbers of samples for each age group for
each in-the-wild dataset. The p-values are the x? tests for independence of the “happy” labels and the age groups. When the
p-values are significant at the 0.05 level, the age groups with the highest proportion of “happy” labels are highlighted.

addition to this 4-group categorization, we also group the
images into “less than 40” and “more than 40 to further
alleviate the problem of having too few samples in some
age groups when conditioning on the AUs and to investi-
gate general discrepancies between younger and older peo-
ple. However, the lab-controlled datasets contain too few
images in the older age groups (e.g., only 26 out of the 1,207
total images are predicted to be older than 40 years old). As
a result, we are unable to evaluate the annotation bias for
the two lab-controlled datasets.

Table 4 shows the conditional and marginal distributions
of “happy” labels along with the numbers of samples for
each age group for each in-the-wild expression dataset. We
see that all datasets are heavily dominated by younger peo-
ple. The sum of the numbers for each age group does not
add up to those of the full datasets due to the fact that Open-
Face fails to produce AU labels (possibly due to occlusion
or blur) for a small fraction of the images. The p-values
are the x? tests for independence of the “happy” labels and
the age groups. When the p-values are significant at the 0.05
level, the age groups with the highest proportion of “happy”
labels are highlighted. We can see that the differences in

the proportion of “happy” labels are statistically significant
in most cases. Moreover, younger age groups have a higher
proportion of “happy” labels in general, suggesting the ex-
istence of systematic annotation bias.

Figure 2 plots the annotation bias of the “happy” expres-
sion across the 4 age groups. The first row shows the pro-
portions of “happy” labels for each of the 4 age groups con-
ditioned on AU6 and AU12 presence variables. The error
bars indicate one standard error of the proportion. The sec-
ond and third rows show the fitted logistic regression curves
as a function of AU intensities. The shaded regions indi-
cate 95% confidence intervals. From the plots, we see that
AUG6 exhibits a larger bias than AU12. Figure 3 compares
younger and older populations. Consistent with Table 4, we
see that younger people are more likely to be annotated as
“happy” compared to older people, although the saliency
varies across datasets. Further analysis on more balanced
datasets (i.e., datasets that have more older-than-40 and es-
pecially older-than-60 people) is needed.
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Figure 2. Annotation bias of the “happy” expression across 4 age groups for each in-the-wild expression dataset. The first row shows the
proportions of “happy” labels for each of the 4 age groups conditioned on AU6 and AU12 presence variables. The error bars indicate one
standard error of the proportion. The second and third rows show the fitted logistic regression curves as a function of AU intensities. The
shaded regions indicate 95% confidence intervals. AU6 exhibits a larger bias than AU12.
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Figure 3. Annotation bias of the “happy” expression between younger and older populations. The first row shows the proportions of
“happy” labels conditioned on AU6 and AU12 presence variables. The error bars indicate one standard error of the proportion. The second
and third rows show the fitted logistic regression curves as a function of AU intensities. The shaded regions indicate 95% confidence
intervals. Younger people seems more likely to be annotated as “happy” compared to older people.

3. Happy Annotation Bias Across Racial

Groups

In this section, we describe the evaluation of annotation
bias for the happy expression across racial groups. Similar

to the issue of imbalanced classes we encounter with age
groups, many of the in-the-wild datasets (with the exception
of ExpW) are severely dominated by white people, mak-
ing the statistical tests challenging. Again, lab-controlled



Metrics 3 Groups 6 Groups
1CS 0 0
Data P(Happy|AU6, AU12) | Asian | Black | White p-value Indian Iﬁ?;;]af;ic gﬂiglri p-value
P(Happy/|(0, 0)) 0.177 | 0.181 | 0.194 | 0.000 **:* 0.242 | 0.21 0.177 0.000 3%
P(Happy/|(0, 1)) 0.697 | 0.723 | 0.678 | 0.004 ** 0.75 0.763 0.685 0.000 **%*
ExpW P(Happy|(1, 0)) 0.253 | 0.267 | 0.243 | 0.67 0.327 | 0.275 0.235 0.654
[15, 16] P(Happy|(1, 1)) 0.815 | 0.833 | 0.81 0.252 0.882 | 0.88 0.798 0.000 ***
P(Happy) 0.319 | 0.323 | 0.328 0.406 | 0.398 0.302
Number of samples 31,791 | 11,381 | 25,826 1,701 8,751 5,905
P(Happy/|(0, 0)) 0.2 0.249 | 0.187 | 0.000 **:*
P(Happy/|(0, 1)) 0.883 | 0.833 | 0.847 | 0.286
P(Happy|(1, 0)) 0.343 | 0.244 | 0.216 | 0.023 *
RAF-DB [7] P(Happy|(1, 1)) 0.873 | 0919 | 0.862 | 0.177
P(Happy) 0.403 | 0.421 0.375
Number of samples 1,904 1,011 9,299
P(Happy/|(0, 0)) 0.094 | 0.083 | 0.106 | 0.005 ** 0.099 | 0.104 0.083 0.003 **
AffectNet- P(Happy/|(0, 1)) 0.657 | 0.693 | 0.683 | 0.499 0.68 0.68 0.627 0.228
Manual P(Happy|(1, 0)) 0.208 | 0.275 | 0.266 | 0.663 0.229 | 0.212 0.19 0.654
[10] P(Happy|(1, 1)) 0.781 | 0.838 | 0.821 | 0.083. 0.817 | 0.826 0.718 0.004 **
P(Happy) 0.311 | 0.320 | 0.320 0.312 | 0.321 0.222
Number of samples 2,211 2,833 | 23,780 1,159 | 3,179 2,532
P(Happy/|(0, 0)) 0.207 | 0.154 | 0.193 | 0.000 **3* 0.176 | 0.204 0.153 0.000 **%*
AffectNet- P(Happy/|(0, 1)) 0.828 | 0.847 | 0.853 | 0.254 0.837 | 0.885 0.784 0.002 **
Automatic P(Happy|(1, 0)) 0.436 | 0.435 | 0.473 | 0.709 0.262 | 0.483 0.413 0.164
[10] P(Happy|(1, 1)) 0.874 | 0918 | 0930 | 0.000 **=* 0.917 | 0.932 0.874 0.000 **%*
P(Happy) 0.427 | 0.391 0.430 0.403 | 0.453 0.281
Number of samples 3,619 | 4,454 | 26,798 1,548 | 3,198 2,667

Signif. codes: 0 “*** 0.001 “** 0.01 “*> 0.05 *” 0.1 *” 1

! The provided labels from RAF-DB are “Asian,” “White,” and “Black” only.

Table 5: Conditional and marginal distributions of “happy” labels along with the numbers of samples for each racial/ethnic
group for each in-the-wild dataset. The p-values are the x? tests for independence of the “happy” labels and the racial/ethnic
groups. When the p-values for the 3 racial groups are significant at the 0.05 level, the racial groups with the highest proportion

of “happy” labels are highlighted.

datasets are too small and lack diversity in their popula-
tions (e.g., CFD has only 100 images for Asian and Latino
groups each), and so we only focus on in-the-wild datasets.

Since only RAF-DB includes race labels, we first train a
simple race classifier with ResNet-34 architecture [4] using
the FairFace dataset [5] similar to the procedure for train-
ing the gender and age classifiers. We follow the conven-
tion of the race/ethnicity categorization of FairFace, which
classifies each image into one of seven groups: White,
Black, Latino/Hispanic, East Asian, Southeast Asian, In-
dian, and Middle Eastern. We then apply the trained classi-
fier on the datasets that do not have age labels (i.e., KDEEF,
CFD, ExpW, and AffectNet). We combine the East Asian
and Southeast Asian groups together. This results in 6
racial/ethnic groups. However, since the race labels pro-
vided by RAF-DB only include White, Black, and Asian,
and many datasets contain relatively few images for Indian,
Middle Eastern, and Latino/Hispanic groups, we also con-
duct analysis that only focuses on the three major races.

Table 5 shows the conditional and marginal distribu-

tions of “happy” labels along with the numbers of samples
for each racial/ethnic group for each in-the-wild expression
dataset. As mentioned in the previous section, the sum of
the numbers for each racial group does not add up to those
of the full datasets due to the fact that OpenFace fails to
produce AU labels (possibly due to occlusion or blur) for a
small fraction of the images. The p-values are the x? tests
for independence of the “happy” labels and the racial/ethnic
groups. When the p-values for the 3 racial groups are sig-
nificant at the 0.05 level, the racial groups with the high-
est proportion of “happy” labels are highlighted. We can
see that even though the differences in the proportion of
“happy” labels are sometimes statistically significant, the
bias is mostly idiosyncratic. In other words, there is no con-
sistent pattern of systematic annotation bias that one group
is more or less likely to be annotated “happy” than others.

Figure 4 plots the annotation bias of the “happy” expres-
sion across the racial and ethnic groups. The first row shows
the proportions of “happy” labels for each of the three ma-
jor racial groups only, while the second row plots all six
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Figure 4. Annotation bias of the “happy” expression across racial/ethnic groups for each in-the-wild expression dataset. The first row shows
the proportions of “happy” labels for each of the three major racial groups only while the second row plots all six groups. The error bars
indicate one standard error of the proportion. The last two rows show the fitted logistic regression curves as a function of AU intensities.
95% confidence intervals are indicated by shaded regions.

groups. The last two rows show the fitted logistic regres-
sion curves as a function of AU intensities. Consistent with
the results in Table 5, we see that the differences among
the racial and ethnic groups are minor, and no consistent
bias exists across all datasets. Further analysis on other ex-
pressions would ideally require more balanced datasets (i.e.,
datasets that have more minority races).
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