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1. Point Correction
We demonstrate how correcting the ground truth point

correspondences, as proposed in Section 6, affects the re-
sults of the tested methods. To do so, we corrected the
ground truth correspondences provided in datasets EVD and
HPatches (homography estimation), and in Kusvod2 and
PhotoTour (fundamental matrix estimation). The results of
the methods for homography and fundamental matrix esti-
mation are shown in Table 1.

In all cases, using the ground truth corrected by being
projected to the model manifold, reduces the median and
average errors of the tested method, allowing more accu-
rate comparison. For εmax, the error is dominated by in-
accuracies of the estimated model and the relatively small
change between provided and corrected GT points ran-
domly changes the error in either direction, either + or -,
by a small amount.

As expected, the corrected correspondences have zero
cross-validation (X-val) error – all the corrected points are
consistent with an H or F model, and this model is recov-
ered in this pseudo-noise free setting, regardless of the point
left out. For H estimation, the errors εavg, εmed dropped by
about 0.1-0.2 pixels, which is a reasonable value for the po-
sitional noise of GT points. For PhotoTour, the GT points
were selected from image correspondences perfectly fitting
a model estimated from hundreds of points; their correction
is minimal. For Kusvod2, the error is reduced by 0.01-0.07
pixels. Note that this is a 1D geometric error w.r.t. F, not
euclidean in 2D as in homography estimation. These results
confirm that the cross-validation error, X-val (provided) is a
loose upper bound on the real error.

The ordering of the methods used for homography esti-
mation became clearer than one the provided ground truth
points – VSAC with MAGSAC++ (VSACMGSC) is always
the most accurate and MAGSAC++ is then second most ac-
curate method. For fundamental matrix estimation, ORSA
provides the most accurate results on the PhotoTour dataset,
but the difference is negligible, only 0.01-0.02 of a pixel
w.r.t. VSACMGSC which is the second most accurate algo-
rithm. On Kusvod2, VSACMGSC has the lowest errors.

2. Gauss Elimination for Fundamental Matrix
The estimation of the fundamental matrix from seven

point correspondences, consists of two main steps. First,
constraint pT

2Fp1 = 0 that each correspondence imply is
used to build a linear system Af = 0, where pi is the
point in the ith image, F is the fundamental matrix, A is
the coefficient matrix of the system and f contains the
elements of F in vector form [1]. Coefficient matrix A is of
size 7× 9. Gaussian Elimination is then used to make A an
upper triangular matrix as follows:

a11 a12 a13 a14 a15 a16 a17 a18 a19
0 a22 a23 a24 a25 a26 a27 a28 a29
0 0 a33 a34 a35 a36 a37 a38 a39
0 0 0 a44 a45 a46 a47 a48 a49
0 0 0 0 a55 a56 a57 a58 a59
0 0 0 0 0 a66 a67 a68 a69
0 0 0 0 0 0 a77 a78 a79


.

Since the fundamental matrix has 8 degrees-of-freedom the
two null-vectors can have the last element fixed to one as
f
(1)
9 = f

(2)
9 = 1.

Let us for the first null-vector fix the eighth element
to zero f

(1)
8 = 0, thus, seventh element becomes f

(1)
7 =

−a79/a77. Similarly, for the second null-vector the seventh
element can be fixed to zero f

(2)
7 = 0 and, thus, the eighth

one is f (2)
8 = −a79/a78.

All other values of null-vectors can be found by substi-
tuting the previously found elements:

f
({1,2})
i =

−1

aii

9∑
j=i+1

f
({1,2})
j aij ∀i ∈ {1, . . . , 6} (1)

The final fundamental matrix is f = αf (1) + (1− α)f (2).
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VSAC
Provided 0.66 0.99 5.83
Corrected 0.45 0.82 6.04

VSACMGSC
Provided 0.65 0.82 3.78
Corrected 0.41 0.62 3.56

USACv20
Provided 0.66 0.92 4.05
Corrected 0.47 0.73 4.16

USAC
Provided 0.67 5.11 370.28
Corrected 0.56 5.00 384.48

OpenCV
Provided 0.76 1.25 10.10
Corrected 0.62 1.09 9.94

GC
Provided 0.74 1.12 11.42
Corrected 0.52 0.89 11.28

MGSC++
Provided 0.66 0.86 4.91
Corrected 0.42 0.64 4.81

ORSA
Provided 0.75 55.74 1105.82
Corrected 0.76 54.42 1104.78

X-val Provided 0.58 0.71 6.94
Corrected 0.00 0.00 0.00
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VSAC
Provided 3.23 3.62 8.99
Corrected 3.07 3.51 9.92

VSACMGSC
Provided 2.80 3.37 7.05
Corrected 2.51 3.27 9.25

USACv20
Provided 3.26 3.78 10.88
Corrected 3.00 3.53 11.76

USAC
Provided 6.56 117.73 474.08
Corrected 6.31 130.14 485.75

OpenCV
Provided 3.68 4.53 8.80
Corrected 3.55 4.22 9.16

GC
Provided 3.72 4.17 13.28
Corrected 3.49 4.18 16.84

MGSC++
Provided 2.85 3.51 7.99
Corrected 2.56 3.41 10.66

ORSA
Provided 143.69 170.65 438.44
Corrected 190.48 181.46 482.97

X-val Provided 1.79 1.80 2.29
Corrected 0.00 0.00 0.00
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VSAC
Provided 0.16 0.18 0.80
Corrected 0.16 0.18 0.82

VSACMGSC
Provided 0.15 0.17 0.75
Corrected 0.15 0.17 0.73

USACv20
Provided 0.17 0.22 3.44
Corrected 0.17 0.21 3.43

USAC
Provided 0.42 0.63 8.01
Corrected 0.42 0.63 8.03

OpenCV
Provided 0.39 0.73 25.25
Corrected 0.39 0.73 25.24

GC
Provided 0.16 0.25 13.31
Corrected 0.16 0.25 13.31

MGSC++
Provided 0.20 0.23 1.49
Corrected 0.20 0.23 1.48

ORSA
Provided 0.14 0.15 0.64
Corrected 0.14 0.15 0.63

NG-RSC
Provided 0.17 0.18 1.60
Corrected 0.17 0.18 1.60

X-val Provided 0.06 0.06 0.16
Corrected 0.00 0.00 0.00
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VSAC
Provided 0.55 0.77 3.47
Corrected 0.51 0.74 3.47

VSACMGSC
Provided 0.52 0.76 3.47
Corrected 0.45 0.73 3.47

USACv20
Provided 0.60 1.01 5.42
Corrected 0.56 0.98 5.41

USAC
Provided 2.09 2.85 15.07
Corrected 2.08 2.84 15.09

OpenCV
Provided 1.51 6.26 63.05
Corrected 1.55 6.26 63.06

GC
Provided 0.55 3.94 48.48
Corrected 0.54 3.92 48.48

MGSC++
Provided 0.58 1.18 5.69
Corrected 0.58 1.16 5.69

ORSA
Provided 0.51 14.29 307.42
Corrected 0.49 14.26 307.42

NG-RSC
Provided 0.48 2.31 50.04
Corrected 0.46 2.28 50.04

X-val Provided 0.91 1.12 2.34
Corrected 0.00 0.00 0.00

Table 1: The median (εmed), average (εavg) and maximum (εmax) errors in pixels on the used datasets when using the provided
ground truth correspondences and the corrected ones projected to the model manifold as reference inliers. The lowest and
second lowest errors are highlighted in red and blue, respectively.
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