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1. Overview

In this supplementary, we present more details about the
Reinforcement Learning used in our method and show more
illustrations of the learned attentions by our transformers
so as to better understand how the model make navigation
decisions.

2. Reinforcement Learning

We adopt the same reward as [2] when training with Re-
inforcement Learning. Concretely, let S; be the distance
between the current location and the goal location at time
step t. Then AS; = S;_; — S; represents the relative dis-
tance change compared to the previous step. During the
navigation, we set the reward to 1.0 if AS; > 0, which
means the agent moves towards to the goal location; oth-
erwise the reward is -1.0. At the last step, the final reward
is set to 2.0 if S; < 3.0, which means the agent success-
fully arrives at the goal location; otherwise the final reward
is -2.0. At the end of a navigation, the discounted reward
as well as the estimated reward Z; are used to perform the
A2C algorithm [1].

3. Learned Attention by Transformers

Here we show more detailed attentions for the navigation
step 6 in Figure 3 of our Main paper.

Our model has 12 transformer layers and each trans-
former has 12 heads. We observe that some heads are
able to learn object-to-word, word-to-object, word-to-word,
and object-to-object relationships. These attentions facili-
tate the model make its navigation action. Specifically, the
blue rectangles in Figure 1 show object-to-word attentions,
where attentions mainly focus on related words, such as
“wait by the sink in the adjacent bathroom”, which helps
the model be aware of the current navigation progress. The
green rectangle in the left panel of Figure 1 shows the word-
to-object attentions. These attentions mainly focus on the

["drawer#sink#table’] object, which is closely related to the
current goal room “bathroom”. This indicates the model is
able to match words to corresponding objects and to learn
the co-occurrence of object and room. Figure 2 shows the
word-to-word attentions. The left panel of Figure 2 shows
that each word token has attentions on its following several
words, indicating the model is aware of local textual con-
text. The right panel of Figure 2 shows that the attentions
of the current sub-instruction mainly distribute on the target
“adjacent bathroom”, indicating the model is able to tell the
most important word token. Figure 3 shows the object-to-
object attention. It shows that each object has attentions on
other objects and the object that is the most related to the
target room receives the most attention. This indicates the
model is able to be aware of local context among objects
and to filter out the most important one.
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[SEP] -
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Figure 1. The blue rectangles highlight object-to-word attentions and the green rectangle shows the word-to-object attentions. The former
helps the model to be aware of the navigation progress, and the latter helps determine the navigation action. Each row is normalised.

Layer-3-Head-4 Layer-5-Head-11
cLs)- - cLsi- ] =
exit - exit -
the - the -
room - room - u
turn - o turn -
left - left - n
and - and - o8
90- go-
into - into -
‘m; . || !hfe! 1
eft - left -
oo - oo |
at- at
the - the 0.6
end - end
of - l of -
the - the -
hall - ul hall -
proceed - proceed -
through - H through - |
this - | this - |
room - ] room - 1] -0.4
and - and -
wait - wait -
by - n by -
the - the - L
sink - sink -
in - n in -
the - he -
adjacent - adjacent - ~02
bathroom - bathroom -
[SEP] -
[wall] - (wall] -
[towel] -
[wall] - wall]
{drawer#sink#table] -
[DRI]—‘ U A A S N S N S S S I ' ' [ oo -0.0
GELE EY POLLEERLDELE DELEDEZLECLEE ET z ¥ 2E T
$2 28g¢ 20523 §EfERTAEES g
g558 2% RUEEREUSIUSE EESSRETSS Sgs B3ais S
gz b % H
3 3 ®35 z
H H
g g
s

Figure 2. Word-to-word attention distribution. Left: each word has attentions on its following several words indicating the awareness of
local context. Right: attentions have focused on the target room, indicating awareness of the current navigation goal.
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Figure 3. Object-to-object attention. Each object has attentions on other objects and the object most related to the navigati?)n goal receives
the most attention.



