Learning Inner-Group Relations on Point Clouds
Supplementary Material

1. Details of Architectures

In this section, we present the design of RPNet-W
(Tab. 1) and RPNet-D (Tab. 2).

2. Detailed Segmentation Results

We show more detailed segmentation results on S3DIS
in Tab. 3. Our RPNet-D27 outperforms other methods on
the whole accuracy and most of the detailed accuracy. We
argue that our model are less precise on some categories
since such objects are similar to other shapes and may con-
fuse the model.

3. Visualization

In this section, we present more visualization results.
We show some attention maps from our groupwise self-
attention on ModelNet40 in Sec. 3.1. To further verify
the effectiveness of our RPNet-D, we visualize segmenta-
tion labeling with more examples on S3DIS and ScanNet in
Sec. 3.2.

3.1. Attention Maps

Shown in Fig. 1, we show more examples of attention
maps with different scales of grouping. The edge points
are more likely to be important in a relatively simple group
(i.e., the desk), while for a complex surface, the important
points can be anywhere (i.e., the toilet). This observation
is reasonable in the real world. To distinguish a shape, we
first focus on its outline. But we will consider its internal
structure on a complex object.

3.2. Segmentation Labeling

We demonstrate the presion of our RPNet-D with more
visual examples. Shown in Fig. 2 and Fig. 3, we present the
labeling results on ScanNet and S3DIS, respectively.
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Stage | Points RPNet-W7 RPNet-W9 RPNet-W15
[ Banl ] [ Ban | | Ball ]
GRAI 512 GRA | x3 GRA | x4 GRA | x7
| Linear | | Linear | | Linear |
[ Ball | [ Ball ] [ Ball |
GRA2 128 GRA X3 GRA X 4 GR x 7
| Linear | | Linear | | Linear |
All All All
GRA3 1 GRA | x1 GRA | x1 GRA | x1
Linear Linear Linear
CLS - 512-d fc, 256-d fc, 40-d fc — softmax

Table 1. RPNet-W Architectures for ModelNet40 Classification.
We denote each inner-group relation aggregator by ‘GRA’. ‘Ball’
and ‘All’ stand for ball query grouping and overall grouping strate-
gies. ‘GRA’ means our group relation aggregator. The scales of
grouping for first two stages are limited within the fixed ranges
[16,128] and [32, 128].

Stage | Points RPNet-D14 RPNet-D18 RPNet-D27
kNN kNN kNN
Downl | 1024 G-16 | x2 G-16 | x3 G-16 | x4
L-64 L-64 L-64
kNN kNN kNN
Down2 | 256 G-32 | x3 G-32 | x4 G-32 | x7
L-128 L-128 L-128
kNN kNN kNN
Down3 64 G-64 | x4 G-64 | x5 G-64 | x8
L-256 L-256 L-256
kNN kNN kNN
Down4 32 G-128 | x5 G-128 | x6 G-128 | x 8
L-512 L-512 L-512
Skip - feature propagation
SEG 8192 128-d fc

Table 2. RPNet-D Architectures for ScanNet and S3DIS Segmen-
tation. We denote downsampling layer, upsampling layer and skip-
connection layer by ‘Down’, ‘Up’ and ‘Skip’. ‘kNN’ means kNN
grouping strategy. ‘G-X’ is a group relation aggregator with the
output channels ‘X’, while ‘L-X’ is a pointwise multi-layer per-
ceptrons with the output of ‘X’ dimension. Before each upsam-
pling stage, we perform feature propagation followed by skip con-
nection.
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Method [OA mloU [ ceiling floor wall beam colum winodw door table chair sofa bookcase board clutter

PointNet [3] 78.5 476 88.0 887 693 424 231 47.5 51.6 420 541 382 9.6 29.4 352
PointCNN [2] 88.1 654 948 973 758 633 517 58.4 572 71.6  69.1 39.1 61.2 522 58.6
PointWeb [5] 873 66.7 935 942 808 524 413 64.9 68.1 714 67.1 503 62.7 62.2 58.5
PointASNL [4] | 88.8  68.7 953 979 819 470 480 67.3 705 713 778 50.7 60.4 63.0 62.8
RandLA-Net[1] | 88.0 70.0 93.1 96.1 806 624  48.0 64.4 694 694 764 60.0 64.2 65.9 60.1
RPNet-D27 90.1 70.8 96.1 985 834 472 487 69.9 73.0 747 791 546 64.3 66.8 64.1

Table 3. Semantic segmentation results on the S3DIS dataset with 6-fold cross validation.

Figure 1. More examples of self-attention maps with the group size of 128 (above of each object) and 32 (below of each object). The blue
balls are the center or query points.
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Figure 3. More examples of S3DIS dataset.
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