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The supplementary material contains additional visual-
izations on Cityscapes [2]] and KITTI [3]], which were not
included in the main paper due to space limitations. Fur-
thermore, demo videos of our method on test sequences of
both datasets are provided.

A. Visualizations

Figure [2] shows additional visualizations of our model
predictions. In particular, the top block shows examples
from the Cityscapes dataset, while the bottom block
shows examples from the KITTI [3]] dataset. The first four
rows in each block show examples where our model per-
forms well. The last row in the top block shows an example
with an inaccurate panoptic prediction due to large scale
variation in object instances. Thus, the large object is seg-
mented into multiple small instances. Our method shares
this weakness with other bottom-up methods, e.g. Panop-
tic DeepLab [I]. The last row in the bottom block shows
an example where the depth prediction at the image border
is inaccurate. Depth prediction in border regions is very
challenging due to camera distortion. Other methods [4}/5]]
use a post-processing step to combine the depth estimation
of the flipped input image with the original one. This im-
proves depth prediction at image borders, but also requires a
second forward pass through the model at inference. Since
our model focuses on latency, we omit this post-processing
step. Additionally, Figure [T shows top-down views of 3D
point cloud predictions corresponding to the top four exam-
ples from the KITTI dataset shown in Figure 2]

B. Demo Videos

We provide demo videos of our method on several test
sequences of the Cityscapes and KITTI dataset. The videos
show input images overlaid by our respective panoptic pre-
diction and the 3D point cloud with predicted semantic class
labels. Predicted instance IDs are omitted in the 3D point
cloud for better visualization.

Figure 1: Top-down visualization of 3D point clouds from
unseen images from the KITTI [E[] dataset.
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Figure 2: More visualizations on unseen images from both datasets. The columns (from left to right) show the input image,
the panoptic prediction, the monocular depth estimation, and the final 3D point cloud prediction, respectively. Instances are
omitted in the 3D point clouds for better visualization. The top block shows examples from the Cityscapes [2] dataset, while
the bottom block shows examples from the KITTI [3]] dataset. In both blocks, the last row shows an examples where either
the panoptic or depth prediction is not accurate.



