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1. Transformations text.

As discussed in Sec. 3.1 of the main text, due to memory
constraints, we use a subset of M/ = 54 transformations.
Let T} gp24ray be the transformation of an image from RGB
to grayscale. T}, is a horizonal flip and T%,,,, is the iden-
tity transformation. ﬂbmnslatew is the horizontal translation
along the x-axis by 15% of the image width, to the left
(b= 1) or to the right (b = —1). b = 0 is the identity trans-
lation. T, .. late, is the vertical translation along the y-axis
by 15% of the image height, upwards (¢ = 1) or downwards
(¢ = —1). ¢ = 0 is the identity translation. 7%, ,. stands
for the rotation by d degrees, where d € {0, 90, 180, 270}.
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where a € {0,1}

where b € {—1,1}.
where ¢ € {—1,1}.

2. Detailed Per-Class Results

In Sec. 4 of the main text, for the task of anomaly detec-
tion and defect detection, we report mean AUC values and
mean standard deviation values, over all classes. Detailed
per-class results are provided here.

In particular, full anomaly detection results for the
datasets of Paris, CIFAR10, FashionMNIST and MNIST
are given in Tab. [ (one-shot), Tab. [5] (five-shot) and Tab. [6]
(ten-shot). This supplements Fig. 2 of the main text. 50-shot
and 80-shot results for CIFAR10 are given in Tab. [/| To-
gether with tables[4}{6] this supplements Fig. 4 of the main
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Tab. [§] gives the full defect detection results on MV Tec
for one-shot, five-shot and ten-shot settings, supplementing
Fig. 5 of the main text.

Tab.[9] gives the ablation analysis performed on CIFAR10,
for both the one-shot and five-shot settings, supplementing
Tab. 1 and discussed in Sec. 4.3 of the main text.

Lastly, Tab. shows the effect of using a different per-
centage of patches for detect detection, supplementing Fig. 7
and discussed in Sec. 4.3 of the main text.

3. Additional analyses
3.1. Transformations analysis

In addition to ours/no transformations , we consider sub-
sets of transformations, for MNIST one-shot or CIFAR one-
shot. The results are reported in Tab. E} As can be seen, our
subset achieves the best performance. We consider horizon-
tal flips (a), rotations (b), translations (c), horizonal flips and
rotations (d), grayscale (only for CIFAR10) (e), all compo-
sitions of transformations grayscale (overall 72 transforma-
tions) (f), and without transformations (g). It is important
to note that using only translations or horizontal flips, we
cannot discriminate many classes (for MNIST - the digits:
0, 8, and for CIFAR10-all the classes) resulting in a drop in
performance, that improved when adding transformations.

3.2. Anomaly score analysis

Our anomaly score (Eq. 12) takes into account the scales,
patches, and transformations. In Tab. El, we consider alter-
native scores for one-shot CIFAR10 (as in Sec. 4.3). In
particular, in (a), we pick the score of the fake class. How-
ever, this does not take into account the ability to correctly
discriminate the transformation, hence resulting in a lower
score. In (b) we also consider taking the maximum score
over patches instead of a sum as in Eq. 12, and in (c) the
maximum score over scales instead of a sum.



Transformation set (a) (b) (c)

(d) (e) ® (® Ours

MNIST

CIFAR 505£05 585+45 548+59

68.7+10.7 789+£85 71.6+14.0 764+73 -
581+46 591474 614+£63 59.1+£73 649+59

758+59 749+84 793+5.6

Table 1. Transformation analysis for One-Shot anomaly detection. (a) horizontal flips, (b) rotations, (c) translations, (d) horizontal flips
and rotations, (e) just grayscale conversion (f) all compositions of transformations w/o grayscale, (g) w/o transformation

Figure 1. The multiscale schemes detect defects of different sizes.

Score (a) (b) (c) Ours
CIFAR 58.1+39 593+6.2 634+47 649 +59

Table 2. Anomaly score analysis for One-Shot anomaly detec-
tion. We consider alternative scores: (a), we pick the fake class,
(b) Taking a maximum over patches instead of a sum, (c) Taking a
maximum over scales instead of a sum

X-shot 1 5 10 100 1 5 10 100
Ours DifferNet [29]
Params (K) 559 559 559 559 233 233 233 233

Train time (h) 09 16 1.8 2.6 0.007 0.03 0.05 0.4
Test time (sec) 54 54 54 54 426 426 426 426
Peak mem. (GB) 2.2 109 21.8 2129 29 33 3.7 5.1

Table 3. Comparison of computational cost.

3.3. Generated samples analysis

Images are considered non-anomalous if their multiscale
patch distribution lies in that of input images. We argue
that this is a valid assumption - In Fig. 3, middle image,
for instance, no other monument, other than the Louvre,
depicts similar structure. To check this, we consider 1000
generated samples by (i) our one-Shot model, (ii) Singan[28],
for CIFAR10. We consider the setting of our paper, where
generated images replace real normal samples. Our model
gives an AUC of 100.0 for the samples generated by (i) and
both by (ii). For reference, standard many-image GEOM
model [10] gives AUC of 69.5 for (i) and AUC of 70.6 for
(ii) indicating it relies less on local structure.

3.4. Defect localization analysis

As our method models patches at different scale, it enjoys
the property of detecting multiple defects, each one can be
of different size, as shown in Fig[]

4. Computational cost and model size

Tab. [3] shows the computational cost of our model and

DifferNet [29] baseline. We also perform timing of training
an inference speed on NVIDIA V100. We train the one-shot,
five-shot and ten-shot settings on a single node with 1 GPU,
and the 100-shot on a single node with 8 GPU.



Class PatchSVDD DROCC DeepSVDD GEOM GOAD Ours
PARIS
Defense 57.04+3.5 53.2 +8.0 50.1 £5.0 594 +3.1 478 +5.9 65.6 9.9
Eiffel 46.2 + 6.2 53.3+£7.9 45.8 + 6.7 46.9 + 6.0 54.6 +3.3 57.8 +4.5
Invalides 46.0 + 8.2 523 4+5.1 503+64 56.1 £2.9 529 4+3.8 71.0 + 6.4
Louvre 473 +55 57.54+33 50.1 +£3.0 53.74+45 52.6 + 3.1 61.7 +7.2
Moulinrouge 60.4 +£10.2 43.7+ 6.4 64.6 £ 2.1 94+76 51.6 £5.9 72.8 +6.8
Museedorsay ~ 55.7 + 8.0 423 +3.7 859+1.9 85.1+27 4934168 73.14+10.2
Notredame 523 4+48 469 + 4.6 58.5+3.1 522 4+5.1 498 +5.7 66.0 - 9.4
Pantheon 62.8 + 3.7 442+66 548+120 585478 499 +5.6 73.8 + 8.8
Pompidou 56.7+102 478+ 89 65.5+3.6 65.3 £ 8.1 49 +£7.8 68.3 +9.4
Sacrecoeur 55.14+79 51.8+8.4 52.1+£43 48.4 + 6.7 52+35 61.6 + 8.5
Triomphe 57.5+3.8 442 +59 592 +54 489+ 5.6 49 + 5.7 60.8 = 5.5
Avg 543 4+6.5 48.8 + 6.2 579 +49 56.7 5.5 50.8 £ 6.1 66.6 - 7.9
CIFARI10
Plane 50.1 £158 549+93 208 +55 495+ 11.1 59.84+83 67.2 +5.8
Car 514463 3524+74 81.0+13.5 533457 58.2+ 5.8 65.6 £5.9
Bird 46.5 + 8.6 59.5+3.7 504+224 547+6.6 53.1£09.1 559 +£5.7
Cat 48.9 + 6.1 523455 588127 532+44 46.4 + 8.2 58.9 + 6.2
Deer 46.5+10.7 657+£59 564+106 673+64 559+10.7 67.2+45
Dog 544 4+6.3 52.7 £ 8.1 22.8 £2.0 50.9 +£2.7 53.7+£6.0 63.7 + 7.7
Frog 534+174 53.1+68 602+159 60.7+8.6 53.64+9.9 70.2 + 5.1
Horse 52.74+5.1 435+6.1 786+13.1 56.0+4.6 54.8 +7.6 63.8+£5.2
Ship 556+ 135 5734+90 70879 6814104 674+64 71.3+7.2
Truck 60.8 £ 8.1 336 £52 69.8+6.6 572+120 61.1+55 653452
Avg 52.04+9.8 508+6.7 579411.0 57.1+7.3 56.44+ 7.8 64.9 +5.9
MNIST
0 466 £ 194 634+14.1 78.6+12.7 73.1+£59 772 +9.1 752 +5.8
1 825+ 181 81.6t5.6 69.8 £7.9 88.7 5.0 8024183 792469
2 56.0 £ 6.3 43.04+9.2 67079 609+144 7T25+44 74.3 + 3.4
3 63.1 +1.7 5434+87 61.8+£294 77.0+£32 80.7 £6.9 94.3 +4.8
4 53.6+84 59.14+104 632451 66.9 + 8.4 63.8+5.9 81.6 + 7.6
5 60.2 + 6.6 61.94+95 65.2+4.0 72.14+£83 5454+12.8 80.3+7.2
6 590+ 117 655+6.7 7824+49 662+202 702+42 85.7 + 3.4
7 492 +14.0 70.1+£120 70232 69.5+89 6644103 76.9 +4.0
8 5374156 575+74 72.4 £+ 3.7 56.2 2.1 71.7 £ 4.7 71.5+6.2
9 56.3 + 8.9 703 +7.2 61.8 9.0 67.6 £4.3 59.8 +5.1 735+ 6.4
Avg 580+ 11.1 62.7 +9.1 68.8 + 8.8 69.8 + 8.1 69.7 £ 8.2 79.3 + 5.6
FashionMNIST
T-shirt 58.5+£5.6 69.7 £ 8.1 83.5 + 6.9 79729 71.8+14.1 773443
Trouser 320£186 952+1.7 63.5+9.2 55.54+43 76.0 £3.7 97.2 +1.4
Pullover 73.7 £ 8.7 68.0 - 8.9 66.7+73 569+ 12.1 69.1 £5.6 80.3 +4.2
Dress 43.04+9.8 809+6.6 63.1+163 725+105 769 +13.1 83.8 + 4.0
Coat 7334+49 6354+151 63.6+12.0 522+16.1 662+18.8 79.0+9.2
Sandals 30.1 £264 743+84 649 £9.8 78.54+9.7 579 +10.1 855+ 4.5
Shirt 70.2 £2.7 64.9 £ 8.9 75.1 = 6.2 56.1 £5.6 72.8 £3.1 69.0 24
Sneaker 58.14£257 905+9.1 59.1+£120 92.6+2.1 69.2 +1.7 97.9 + 0.7
Bag 70.2 £ 2.1 53.6+7.4 724 +33 92.2 +9.1 717499 772+154
Ankle-Boot 732492 8194147 712485 62.0+58 61.6+106 91.7+6.1
Avg 59.1+114 742489 68.3 £9.2 69.8 £ 7.8 69.3 £9.1 83.9 +5.2

Table 4. Average AUC (with standard deviation) for One-Shot anomaly detection experiments on Paris, CIFAR10, FashionMNIST and

MNIST datasets.



Class PatchSVDD DROCC DeepSVDD GEOM GOAD Ours
PARIS
Defense 515433 69.3 +4.5 62.14+33 594+27 528+51 67.8+34
Eiffel 512443 66.8 + 3.5 554428 441+£66 53.0£3.0 67.0+2.7
Invalides 452 + 2.1 629+ 64 66.6+49 592+20 522+45 80.8+25
Louvre 41.1 £2.0 66.6 + 3.3 604 +43 533+1.8 523+£27 725+28
Moulinrouge  59.6 £ 3.1 4.1+54 624+51 490+£03 459+73 845+24
Museedorsay  53.9 +£2.7 46.8 9.6 88.0+£33 88.7+32 430+£152 89.6+1.8
Notredame 47.7+2.8 48.7 + 6.6 62.6+35 584+17 482457 79.7+4.0
Pantheon 584 4+5.2 49.2 + 6.6 749425 607+18 523+23 86.1+2.1
Pompidou 58.7+34 457+ 74 756 +34 700+27 541458 903 +34
Sacrecoeur 46.9 + 7.8 58.5+5.1 625+43 481+0.8 548+72 81.6+27
Triomphe 555426 474 +44 642494 524+17 51.1+£38 78.6+4.8
Avg 51.8+3.6 55.14+5.7 66.8+42 585+23 509+£57 79.8+3.0
CIFARI10
Plane 40.8 +13.8 69.0 £ 4.8 358+£3.1 6234+90 595+30 69.2+28
Car 59.5+4.5 39.6 + 8.8 746 +53 655+7.7 688+10.1 77.0+1.8
Bird 45.7 £ 6.0 60.9 =34 484 +52 524448 494434 584423
Cat 55.6 3.2 56.5+49 544+107 540+£52 49.0+7.0 58.7+43
Deer 445+53 579+54 514458 63676 488+55 664-+4.3
Dog 544 4+3.0 594 +6.1 704 +6.1 555+34 6094115 61.8+32
Frog 53.7+5.6 502+ 7.7 56.0+57 585+69 515+£27 72.6+4.4
Horse 554 +3.2 43.6+4.3 69.7 +59 642 +£3.1 62.0+49 68.6+28
Ship 483 4+10.3 67.5+£6.7 7344+44 7554£79 742+£36 80.2+3.2
Truck 62.6 2.2 359455 703+47 675+40 742+17 62.1£45
Avg 52.1+£5.7 54.14+5.8 6044+57 595+£60 599+53 675+34
MNIST
0 76.6 + 2.5 70.7 £9.0 86.8+32 713+63 874+80 795+38
1 31.5+99 80.6 = 7.5 89653 962+0.5 892+68 855+6.7
2 735+52 5644+102 73.4+52 780£26 T1.3+73 81.6+4.2
3 71.0£5.5 6344+53 77.2+107 855+£0.7 809+46 96.6+1.0
4 450+ 5.8 69.6 + 3.5 76.8+58 664+56 703+£52 84.7+13
5 62.6 + 3.0 69.1 7.2 65.6+6.1 79.0+85 704+128 89.3+24
6 555443 739475 80.0+57 76.1+46 726+39 924409
7 352 +£8.3 804 +72 81.0£59 803+38 67157 82.0+3.7
8 64.9 £ 6.5 644+ 4.6 822+44 707+40 734+£51 794+34
9 422+64 76.7 £ 6.3 7924+47 65719 725+£39 87.5+3.2
Avg 55.8+£5.7 70.5 £ 6.8 79.1+57 769+39 755+63 859+ 3.1
FashionMNIST

T-shirt 52.8 £6.0 852+ 3.1 896 +24 924427 798+27 852+1.7
Trouser 422 +£10.7 942422 848 +7.1 T47+27 97.8+05 984+ 0.5
Pullover 64.7+17.0 80.5+3.3 723+7.1 843+36 864422 858+3.5
Dress 41.7+ 7.6 863+ 44 77.84+49 878+10 851+£20 89.1+24
Coat 62.8 £ 6.1 81.5+3.9 76.8+7.0 784+20 838+19 884+15
Sandals 60.1 =85 78.1+£150 63.8+8.0 837+20 659+76 88.6+2.1
Shirt 54.8 £ 6.6 72.0 £ 3.5 815+8.0 738+37 680+£31 782+£1.7
Sneaker 53.04+10.7 932+£1.6 816 74 946+19 944+10 99.1+0.3
Bag 534453 67.6 8.7 80.1£3.1 96.6+14 77.5+£60 929+4.1
Ankle-Boot 564 +9.1 90.0 £ 6.9 82.1+£54 83.74+47 96.6+15 965+1.0
Avg 542 +7.8 829 +53 79.0+60 850+26 835£29 90.2+19

Table 5. Average AUC (with standard deviation) for Five-Shot anomaly detection experiments on Paris, CIFAR10, FashionMNIST and

MNIST datasets.



Class PatchSVDD DROCC DeepSVDD GEOM GOAD Ours

PARIS
Defense 542 +4.1 72.0+45 627+£23 572+16 495£33 679+32
Eiffel 48.1+48 73.6+33 594+19 472+£56 500£00 71.2+37
Invalides 427+28 68.0+48 674+£20 634+10 499+£00 849+1.2
Louvre 394+19 735+43 606+33 534+18 492+1.6 749+L25

Moulinrouge  59.4 +4.3 46.6 £2.5 63.6+34 51708 488+22 87.0+3.1
Museedorsay  58.4 4.0 523+32 894+£20 86.0%x5.1 555+£69 90.7+22
Notredame 52.0+32 525+46 658+£29 553+1.0 499+31 83.0+29
Pantheon 545 +49 572+64 757+£16 623+08 503+£07 89.9+21
Pompidou 59.9 £5.6 503+46 77.6£60 692+08 502+27 954+13
Sacrecoeur 48.1 £2.4 66.6 49 661 £34 47.1+41 512+31 845+19
Triomphe 59.5£4.0 51.7£39 633+£103 534+06 490+1.1 79.8+34

Avg 524+ 3.8 604 +4.3 68.3 £ 3.5 58.8 2.1 503+25 82.6+25
CIFARI10
Plane 40.8 +£9.4 71.9 + 2.2 39.6 £6.3 66.7 + 8.8 61.5+2.4 69.1 £ 1.6
Car 599+ 34 42.8 + 8.2 64.0+9.9 743 +2.7 68.71+6.1 80.7 + 2.9
Bird 448 £3.9 624+44 424111 544+£6.7 51.3£3.2 58.5+25
Cat 53.8 £ 3.7 61.7+43 5434+73 52.54+5.7 50.444.8 63.2 +2.8
Deer 50.1 4.9 62.0+3.2 50.0 = 8.7 541458 521+7.1 642122
Dog 533443 61.3+3.9 81.6 £ 3.9 60.5 +5.1 57.145.7 654 +5.6
Frog 504 +4.7 482+46 580+£119 603+6.8 55.342.3 71.9 + 3.3
Horse 539429 51.6 £3.1 76.8 + 5.4 62.9 +45 61.74+3.2 73.7+2.8
Ship 46.0 £ 8.5 72.6 £34 71.6 £ 3.9 67.8 £8.7 71.3£2.3 82.9 + 0.8
Truck 52.6 £4.2 393435 73.4+42 70.3 £4.0 75.2+2.5 72.6 £2.9
Avg 50.5 +5.0 574 +4.1 61.1+7.3 6244+59 60.5+4.0 70.2+2.7
MNIST

0 75.0 4.7 80.3 £ 8.0 91.6 + 1.1 75.0+ 1.0 72.6+68 80.1 +4.6

1 593+ 13.1 7804125 89.0+5.8 96.2 0.4 909 £3.2 88.8t3.1

2 58.64+57 5884137 73.0+8.8 80.1 £2.4 68 +5.6 85.2 +4.3

3 62.0 6.1 66.9 7.6 824 +3.2 91.0 £ 0.5 7324+93 963+ 0.9

4 53.7+78 71.24+9.8 85.6 £ 0.9 793+ 1.1 69.1 £6.2 89.1 1.6

5 59.8+5.2 63.7 £8.2 724 +4.0 872+0.6 62.1+134 874+33

6 539448 7404+ 143 882+25 83.6 £2.8 739+46 922+1.6

7 504+£65 77.1+£10.8 80.0+7.5 78.4 £ 0.7 63 +6.5 84.2 4.2

8 61.5+4.8 69.1 4.8 81.0 = 0.9 64.7 4.0 77.8+54 782423

9 50.6 +£7.0 829 +6.5 82.6 £3.2 78.7+ 4.8 675+62 90.2+14
Avg 58.5+6.6 72.24+9.6 82.6 + 3.8 814 +1.8 71.8+6.7 87.2+2.7

FashionMNIST
T-shirt 509 +£5.5 86.8 +£3.3 83.5+2.1 97.5 + 0.5 79730 865+£1.1

Trouser 529+127 944+£40 63.6+46 802+075 975+1.7 99.0=+0.2
Pullover 69.2 +£5.8 812+34 667+£28 901+16 892+10 865+1.1

Dress 369 £8.5 88.1+£3.6 63.1+£08 91+1.7 873+15 91.7+13
Coat 67.9 £7.6 847+35 636+46 885+43 869+09 889+1.2
Sandals 541+£86 830£124 649+64 863£10 725+13.1 89.1=+1.6
Shirt 556+78 748+38 75139 795+25 763+£20 785+£08
Sneaker 56.8+78 933+14 59.1£39 978+04 963+£12 99.0+0.2
Bag 56.1+81 738+£102 724+46 984+03 779 £25 945+04
Ankle-Boot  60.3 £12.8 853+£37 712+1.1 89.6£0.7 975+1.0 98.0=+0.6
Avg 56.1 £8.5 845+49 683+£35 899+14 86.1+£28 91.2+0.9

Table 6. Average AUC (with standard deviation) for Ten-Shot anomaly detection experiments on Paris, CIFAR10, FashionMNIST and
MNIST datasets.



Class PatchSVDD  DROCC  DeepSVDD  GEOM GOAD Ours
CIFARI10 (50-Shot)

Plane 36.7+6.7 76.2+26 57.3+26 67.8+29 556+£64 75959
Car 65.5 £ 3.6 447+30 641+16 824+13 54379 862+1.1
Bird 381+£21 663+£12 465+22 603£31 520£21 573£19
Cat 51.3+39 61.4£40 585+22 59.6+51 498+£0.6 60.5+1.0
Deer  46.3+4.2 58.6£2.9 53.7+3.1 5744+52 504£09 645+1.0
Dog 494+ 34 63.3+54 61.7+£23 68.6+2.6 51.8+£3.8 747121
Frog 54.0£5.6 45.8 £2.6 58.0+£27 648+28 50710 73.2+1.6

Horse 55.4+3.1 474+26 62.3+32 724+31 527+£54 745133
Ship 44.0+24 T47+27  T751+£11 814+£1.7 593+£12.1 85.6+0.6

Truck 60.7+47 374+512 719+£19 81.1+21 604+£11.0 768+1.2

Avg 50.1 £4.0 57.6 £3.2 60.9+23 69.6+3.0 53.7x51 T729+2.0

CIFAR10 (80-Shot)

Plane 34.0+4.5 790+£06 609+21 699+16 521+43 748+£03
Car 63.8+69 432121 60.1 £0.8 853+08 59.2+113 88.0+1.5
Bird 400+16 682+03 446+12 608+24 50714 624+£12
Cat 549 +13 557+40 587+£02 629+13 538+46 60.1+14
Deer 50.0£ 1.8 572+34 563+£08 62703 501+£24 66.1+0.5
Dog 482+32 644+£19 609+17 765+12 525+£50 784+1.1
Frog 57.0£23 509+69 585+25 699+40 S515+£7.1 753154

Horse 56.7+18  47.6+2.1 609+0.1 799+04 521+39 823+£0.2
Ship 44.0 £ 3.5 77.0 £ 2.1 74.8 £ 0.1 84.0+12 704+105 874108

Truck 61.2+£29 424+1.1 72117 834+03 697+£99 81.2+0.6

Avg 51.0+30 585+25 608+11 735+14 562+6.1 75.6+13

Table 7. Average AUC (with standard deviation) for 50-shot and 80-shot anomaly detection experiments on CIFAR10.



Class DifferNet DROCC PatchSVDD  DeepSVDD GEOM GOAD Oursl Ours2
MVTec (One-Shot)
Bottle 982+04 672+£66 609+123 166+53 79.0+35 51.6+£140 763+£69 850+£3.7
Cable 76.6 £5.9 68.1£43 58.8 £4.5 39.0 £ 3.5 642+13 479+24 723+£37 61.1+78
Capsule 57.7+46 502+£64 579+121 448+44 554+26 512437 560+£84  62.6L£6.7
Carpet 61.5+30 719+£106 455+188 412+182 550+10.1 481+19 727+6.7 83.7+8.7
Grid 59.2+51 500£4.6 372+122 79.7+£8.6 40.1+13.1 94 £6.8 7324+98 871+£5.0
Hazelnut  90.7 £2.7 664+76 467+16.1 29.1+43 478+36 476+32 824+87 665+92
Leather 834+19 791+£65 619+156 480+32 3324+05 581+68 982+£09 976+£1.1
Metalnut 444 +80 5194+36 504+13.1 4264147 523+£42 72+65 66.0+11.0 60.3+£8.6
Pill 71744 725+£4.0 57.6+8.1 335+40 67.0£23 625+8.1 565+£9.6 665+7.0
Screw 61.8+77 57790 537£182 70.1+£108 347=£11.1 6.3+10.0 935+62 928+6.0
Tile 873+26 656£2.0 573+47 40.7+28 61.0+2.8 6.0£54 802£82 844138
Toothbrush  52.1 £2.3  68.9 4.5 63.7 £ 6.1 355+ 1.5 65.7+£6.5 54.44+5.4 67.3+£47 647 +11.1
Transistor 47.0+6.5 59.9+33 66.7+14.5 32.8+43 581+£15 61.7+44 66.1+77 62.7+68
Wood 96.0 £2.2 7064144 557+184 440+164 523+1.1 41.8+65 89.0+42 855+£79
Zipper 527+£37 496+£75 69 £54 349+28 583+£28 568+40 678+64 732477
Avg 694+41 633+£63 562+£120 421+70 549+45 440+£59 T745+69 75.6+L6.7
MVTec (Five-Shot)
Bottle 984+02 68.1+£26 61.1+£124 157+28 80.0x+12 51.7+104 741£78 90.8+£3.7
Cable 813+2.0 687£27 49+39 328+49 61.1£3.1 463+44 7524+48 76.1+4.0
Capsule 59.0+£22 532+£5.1 551+£34 453+£47 60.0£23 477+£59 526+65 649 +5.6
Carpet 620+22 71.6+109 465+41 477+£105 422+£67 442+69 733+£76 652+64
Grid 56.7+39 373497 41.7+221 760+£11.1 368=+72 213+£164 760+t49 824+9.7
Hazelnut 938+ 1.0 70.0+109 5864174 277+46 31.7+£82 525+35 76.8+83 845188
Leather 83.7+08 70471 61.6x+154 430+£20 333+£02 5324+103 99.0+£03 98.2+0.9
Metalnut  4724+32 597+62 488+9.1 529+£66 368+43 594+£56 694+114 764 +6.5
Pill 794 +44 7444+35 575+£106 344+£35 59.1£3.1 615+£11.0 5124+68 63.6+4.1
Screw 73.7+£5.1 583+£23 434+£151 695+38 18.5+5.1 93£136 97.7+32 748+13
Tile 91.1+14 657=£3.1 49.5+3.0 324+£32 569£11.1 586=£39 89.0+45 81.0+44
Toothbrush 573 +36 67.6+3.6 683+11.8 349+67 722+21 453+45 727+81 642173
Transistor 557 +39 67.2+4.1 553+£99 304+26 594+29 62.8 £4.0 782 +42 76.2+3.9
Wood 9.4 +19 77.7+£119 694+146 11.0+73 66.0£9.8 374+98 845+36 962+18
Zipper 46.1 £3.7 452+6.1 63.946.5 344+46 592+62 54.1 £8. 61.8£72 73.3+£10.7
Avg 721+£26 637£60 553+£106 392453 51.5+£49 470+79 754+59 779453
MVTec (Ten-Shot)
Bottle 982+04 67.7+£5.1 653 +£9.6 176 £3.0 80.1£25 86.9+45 819+6.1 90.5+3.1
Cable 823+15 694+£30 51177 326 +£25 644+£08 460+99 739+42 T77.6+39
Capsule 580£2.1 518£63 644+£11.1 447+29 659+08 473+20 558+77 593+£84
Carpet 61.8+15 751+164 494+74 400+11.6 414£70 509+85 669+96 639=£638
Grid 585+21 375+171 498+11.1 671+£106 103£6.7 540+7.1 71.0 £8.6  79.0 5.9
Hazelnut 93.2+13 727+119 379+120 305+£52 451+£16 49.6+27 721+82 793+113
Leather 834+09 79.1+£138 493+159 435428 327+£08 612+£52 991+£02 985+£05
Metalnut 534+74 591+66 623+125 524+£39 493+14 586+67 604+£11.8 740+84
Pill 81835 77.6£3.6 65.2 £ 8.4 39.1+£39  56.1+£12 64130 574+£104 665+70
Screw 783+43 8424198 288+£213 652443 85+£63 66.7+08 939+84 757+19.0
Tile 913+12 648+£42 49.0=£3.1 260+£50 620£03 543+35 87.6+£55 814+£69
Toothbrush 57.5+4.0 679433 67.3+£9.6 382+76 71.5+04 513+86 789+85 695477
Transistor 54.6 3.7 72.5+3.6 60.3 £6.2 246 £4.5 58.9 £3.1 56.0+£84 749+3.7 792147
Wood 962 +19 840+£82 479+£123 183+£11.6 67.7+£55 374+£59 850+£59 958=£1.1
Zipper 552+6.1 500=£6.7 66.7 £ 4.8 36.1 £4.5 609+22 531+£123 728+65 804+59
Avg 73.6£28 67.6+£86 543+£102 384+56 51.6+27 558+59 754+7.0 78.0L6.7

Table 8. Average AUC (with standard deviation) for One-Shot, Five-Shot and Ten-Shot defect detection experiments on MVTec dataset.
Oursl refers to our method where the standard set of transformations are used, as for anomaly detection. For a fair comparison with
DifferNet, we also consider Qurs2, where only the four rotation are used, as in DifferNet. In the one-shot case, we report the results of using
5% of the patches, while in five-shot and ten-shot case we report the results of using 10% of the patches. The full results of using different

percentage of patches are given in Tab.[T0|



Class Ours (@) (b) ©) @ (e) () (2)
CIFAR10 (One-Shot Ablation)

Plane 67.2+£58 589+125 652+106 652+56 599+99 60.1 59 27.0+04 382+39
Car 656+59 616+78 655+35 583£36 550+86 63.6+58 59.1+14 57.6+42
Bird 559+57 526+63 56.0+42 542+32 529+59 489+68 447+13 46321
Cat 589+62 538£80 557+32 568+£36 482+66 543+54 549+10 664=+3.1
Deer 672+45 619+68 557+89 565£101 67.8+£2.6 53.6+£81 514+28 673%55
Dog 63777 61.0£7.8 530+41 60.0+34 558+7.8 575+76 50.0+28 659+5.1
Frog 702+51 651£99 564481 625+42 623+9.6 575+8.1 58.0x21 682+42

Horse 63.8+5.2 61.8+7.8 53.7+4.1 594 +35 546+76 59778 518+05 398+34
Ship 713+7.2 704+95 651+102 626=+75 69.5+94 58185 339+23 651+35

Truck 653+52 603+88 648+41 612+£72 500+£625 591+48 465+33 741137

Avg  649+£59 60.7+£85 59.1=£6.1 59.7+52 576 74 573+69 477+18 588+39

CIFAR10 (Five-Shot Ablation)

Plane 69.2+2.8 68.1+27 651+84 614=£39 578+7.8 659+39 259+03 50.7+3.1
Car 77.0+18 752+£46 592+£86 702£27 56.7+£49 706+51 60.0+£10 73.1+27
Bird 584+23 527422 584433 562+24 589+65 515+51 452+06 504+20
Cat 58.7+43 551£49 537+32 582+42 504+76 538+59 55710 563x25
Deer 664 +43 63.1+42 662+55 613=£49 649+49 602+35 509+0.7 594+£50
Dog 61.8+32 574+£9.6 535+29 61.2+39 505+83 641+33 514+15 609+40
Frog 72.6t44 66.1+47 67.1+£83 663+6.8 654+03 64125 57.7+£08 69.1+4.1

Horse 68.6 £2.8 67.6+59 553+£3.0 633+£26 5554114 669+£57 51.8£04 669+3.0
Ship 802+32 762+£52 662+62 67.5+6.0 653+68 722+55 341x12 764+£32

Truck 62.1+34 67.8+38 55372 665=£3.7 53.0+32 68759 474+15 743+31

Avg 675+£34 649+48 600=£57 634+4.1 578+62 638+46 48.0+09 63.7+33

Table 9. Ablation analysis for One-Shot and Five-Shot anomaly detection, as described in the main text, Sec. 4.3, Tab. 1. Our method
relies on three components: (1) a generative model, (2) its hierarchical multi-scale nature, and (3) a transformation-discriminating component.
We assess the contribution of these components separately. The columns of the table represent different variants: (a) no generative component,
(b) transformations not applied discriminatively, (c) as for (b), but where augmentations are applied before passing real and generated images
to the discriminator. (d) a single scale of the hierarchy where small patches are considered (image size set to 100 x 100), (e) a single scale
of the hierarchy where large patches are considered (image size set to 20 x 20), (f) no component is used and the anomaly score is the MSE
between the test image and the training image (average for each training image for five-shot). Finally, the last variant (g) trains a GEOM
model on 6,000 images sampled from our generative model that is trained on a one/five sample.



Fraction (%) 1 5 10 20 50 100
MVTec (One-Shot)
Bottle 754 +£12.6 850+3.7 76.5 £9.0 825+9.0 81.6+63 67.0£94
Cable 57.4+£93 61.1£7.8 678 £3.6 59.7+£119 62.0+10.7 54.0+10.6
Capsule 592+ 114 626 +6.7 597+62 619+64 575+£60 584+79
Carpet 81.4+7.7 83.7 £ 8.7 81.6 £9.2 84.4+49 802+104 69.8+8.2
Grid 91.31+48 87.1 £5.0 833+7.1 82.6+52 71.7+£79 587+ 8.4
Hazelnut 67.0£10.1 6654+92 693+100 674+£84 61.6+£139 652+10.1
Leather 98.0 £ 1.1 97.6 £1.1 96.7 £ 1.8 954 +£28 93.7+42 81.7+£11.6
Metal-nut 694 +140 603+86 658+£99 649+104 6194136 67.0+9.38
Pill 66.8+59 66570 66.1+69 643163 647£82 59.0+74
Screw 929+ 64 928 £6.0 89.1 £6.9 899+70 87769 61.8 £6.9
Tile 85.1+3.0 844+38 83.0 £ 8.9 842 +£4.1 79.1+£54 577+44
Toothbrush 619+ 11.5 647+11.1 5754+£59 584+66 59.1+£64 569+74
Transistor 603 £7.3 62.7 £6.8 67.8 £5.8 63.9+84 643+84 66.8+10.2
Wood 820+ 11.7 855+£79 81.7+9.9 829+99 812+114 71.7x11.1
Zipper 783 +87 73277 71.4+£9.7 72.5+ 6.3 727+49 63.6+149
Avg 751 +£84 756+67 745+74 743+£72 T71.9+83 63.9+9.2
MVTec (Five-Shot)
Bottle 87.1 £6.5 90.2 £6.7 90.8 £3.7 88.3+5.9 86.3 £ 9.6 844 +5.0
Cable 71.6 £34 740+£34 76.1+40 745441 747+£45 743+L45
Capsule 56.0 £6.1 60.2 £ 8.5 649+56 57077 502+£68 51.1 +£5.5
Carpet 763 +9.1 729+80 652+£64 597+114 626£109 46.6+6.8
Grid 90.3 +4.5 86.8 4.7 82.4 £9.7 781+79 68.2+£39 51.8+£6.2
Hazelnut 83.6 £ 4.2 82.2+ 8.0 84.5 + 8.8 76.7+£88 78.6+7.7 704+10.8
Leather 98.8+£09 98.6+£0.7 982+09 969+13 954+£22 76.6+84
Metal-nut 701 £87 72177 76465 70.0£72 753+8.0 80.5+53
Pill 66.4 + 6.3 643+ 7.5 63.6 = 4.1 63.1£86 60.6+64 60.0+43
Screw 77.4 + 8.3 764 +67 T748+£13 641115 565=£13.1 43.1£59
Tile 81.9+6.3 80.4 + 6.0 81.0+44 7544+97 73.6+£94 502+49
Toothbrush  61.2+6.2  62.2+ 8.9 642+73 609+£105 609+77 62.2 +4.6
Transistor 74.8 £4.5 744+£64 762+£39 764+6.6 80.2+8.0 78.7%5.1
Wood 95.7£19 964+2.1 96.2 £ 1.8 947+£3.0 93.0£49 93.5+£6.5
Zipper 79.2 + 8.1 748 £88 733+£107 75079 T748+66 T78.6+6.7
Avg 780+£57 77.7+£63 779 £53 740+ 7.5 727 +7.3 66.8 £ 6.0
MVTec (Ten-Shot)
Bottle 924 £33 92.7£26 90.5+£3.1 90.7+47 902+24 859+ 3.8
Cable 752+£52 769+4.1 776 £39 756+£45 748 £4.1 747 £3.5
Capsule 579 £75 60.1 £8.7 593+£84 521+66 585+66 519466
Carpet 644+70 60.7£4.1 63.9 + 6.8 526+58 529+£18 449+1.1
Grid 88.1 £ 7.1 83.7+5.3 790+£59 739+£77 658+64 52.6+45
Hazelnut 80.7 £ 6.3 829+6.7 793+£113 803+65 745+10.6 685+11.1
Leather 992+£0.7 99.1+£0.6 985+0.5 97.7+£12 956+£1.8 76.1 £8.5
Metal-nut 753+£7.6 754+£85 74084 749477 159+7.6 82.5+2.6
Pill 648+62 65.1+£57 665+7.0 605+72 563+79 59.5+£45
Screw 724+77 T71.7£92 757+190 67.8+£155 6594159 415432
Tile 83.1 4.6 81.7+ 3.9 814+69 787+27 704+64 51.7+£49
Toothbrush  61.5+6.0 632+36 695477 59.6 £33 60.7 £3.9 64.1 £49
Transistor 749 +£20 748 +£3.7 79.2 £4.7 747 £5.6 80.3 5.2 829+53
Wood 945+£06 95.0+£12 958+1.1 948+18 953+1.1 95.7+14
Zipper 85.6 4.9 813+ 6.6 80459 773+£69 T773£58 79.6t£47
Avg 78.0£5.1 776 £50 78.0+£6.7 741+£58 73.0+£5.8 67.5+4.7

Table 10. Effect of using a different percentage of patches for defect detection in the One-Shot, Five-Shot and Ten-Shot settings, as

described in the main text, Sec. 4.3, Fig. 7.



