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Overview
This supplementary document is composed of the following sections.

• In Section 1, more qualitative comparisons between our method and the state-of-the-arts are provided.

• In Section 2, more visual results produced by our method are provided.

• In Section 3, we report the alignment comparison result on the HO-3D dataset [1].

• In Section 4, we report the ablation study result on finger-level alignment.

• In Section 5, we show some very challenging cases that our method cannot handle.

• In Section 6, we provide description on the supplementary video, which features five AR scenarios.



1. Additional Results: Visual Comparisons on FreiHAND
Figure 1 shows more qualitative comparisons among Hasson et al. [2], I2L-MeshNet [3], and our method on the Frei-

HAND dataset [5]. From these results, we can see that our method predicts hand meshes which better match the hand
gestures in the input images with higher quality finger-level alignment.

Figure 1. Visual comparisons between our method and state-of-the-arts. The input images are from the FreiHAND dataset [5].



2. Additional Results on EgoDexter and FreiHAND
Figure 2 shows more results produced by our method on the test images in the EgoDexter dataset [4] (unseen) and the

FreiHAND dataset [5]. Our method is able to generate hand meshes that better match the hand gesture in the input images
and better align with the real hand in the image space.

Figure 2. More qualitative results on the test images in the EgoDexter dataset (left) and in the FreiHAND dataset (right).



3. Quantitave Experiments: Alignment Comparison on HO-3D
In the main paper, we reported the alignment performance between our method and I2L-MeshNet [3] on the FreiHAND

dataset. Here, we further selected 2,000 images from the training set of HO-3D dataset [1] and directly tested both methods
on them without re-training. The quantitative result in Table 1 below shows that our method can predict hand meshes with
better image-mesh alignment on unseen data, indicating a good generalizability of our method.

Table 1. Quantitative alignment comparisons between our method and I2L-MeshNet [3] on the HO-3D dataset [1]. ↓ means the lower the
better and ↑ means the higher the better. We report the average HD for the fingers and palm in the evaluation of finger-level alignment.

Methods Hand-level Finger-level
mIoU ↑ HD ↓ mIoU ↑ HD ↓

I2L-MeshNet [3] 78.71 16.30 46.46 21.89
Our w/o ObMan [2] 79.02 15.93 46.84 21.53
Our w/ ObMan [2] 80.64 14.67 50.95 20.15

4. Ablation Study: Finger-level Alignment
In the main paper, we presented an ablation study of our network based on hand-level alignment. Here, we report the same

ablation study but based on finger-level alignment in Table 2 below. Both ablation studies show that our full pipeline (with
all components) performs the best.

Table 2. Comparing the performance of our full pipeline (bottom-most) with various ablation cases. Note that we report the average HD
for the fingers and palm in the evaluation of finger-level alignment. The experiment is conducted with three runs.

Methods Hand-level Finger-level
mIoU ↑ HD ↓ mIoU ↑ HD ↓

w/o joint stage 92.42±0.10 5.12±0.08 76.11±0.20 7.21±0.19
w/o refine stage 92.05±0.04 5.93±0.07 75.83±0.18 7.38±0.20

w/o local 92.55±0.05 5.34±0.04 76.22±0.14 7.15±0.18
w/o global 92.63±0.04 5.01±0.07 76.37±0.14 7.09±0.15
w/o offset 88.01±0.10 7.97±0.11 67.06±0.21 10.46±0.24
w/o Lsil 92.50±0.08 5.19±0.08 75.88±0.15 7.28±0.15

w/o Lrender 92.80±0.02 4.97±0.04 76.36±0.10 7.00±0.11
Full 92.95±0.04 4.70±0.02 77.22±0.16 6.82±0.17



5. Challenging Cases
Figure 3 below shows three very challenging cases that our method cannot handle: (a) when a large portion of the hand

is occluded (say by the wrist and arm) in the image; (b) when the image exhibits severe motion blur; and (c) when the hand
gesture is rare.

Figure 3. Three very challenging cases that our method cannot handle.

6. Supplementary Video
Lastly, we showcase five AR scenarios in our supplementary video, demonstrating the applicability of our method: (i)

grab a virtual 3D ping-pong paddle and move it; (ii) wrap a virtual paper band around user’s hand; (iii) try on a virtual ring;
(iv) interact with a virtual water simulation in 3D; and (v) grab and manipulate a virtual walkie-talkie, e.g., pressing a button
on it.

Figure 4. Five example AR scenarios developed based on our method. Please refer to the supplementary video.
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