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1. Video Demo

A video demo is attached for real grasping using the
results predicted by GSNet which is trained on GraspNet-
1Billion. Watch the video “demo.mp4” for more details.
Notably, some objects (chain, mesh bag with marbles, slip-
per, etc.) in the demo are not collected from GraspNet-
1Billion [1] and our model shows robustness on novel ob-
jects.

2. Grasping Experiment Configuration

Figure 1. Configuration of real grasping experiments. A: UR-5
robotic arm. B: Robotiq two-finger gripper. C: RealSense D435
camera. D: object models from GraspNet-1Billion dataset.

Fig. 1 shows the configuration of our grasping experi-
ments. A grasp with a high score output by GSNet is cho-
sen and sent to the robotic arm. The program attempts to
grab one object each time, and repeat execution until all the
objects are cleaned from the table.
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3. Robotic Experiments on Baselines

Method Success Rate
Set A Set B Set C

GPD [3] 71.43% 74.07% 67.80%
PointNetGPD [2] 76.92% 78.43% 70.18%

Fang et al. [1] 81.63% 80.00% 74.07%
Ours 88.89% 90.91% 85.11%

Table 1. Success rate on real robot experiments.

We compare our methods with other baselines [1, 2, 3] in
real experiments. Objects are divided into three sets, each
containing 10 objects from [1]. These methods are used to
remove all the objects in the workspace with single-view
point clouds as input. Four repeated experiments are con-
ducted for each object set. Tab. 1 shows the results of dif-
ferent methods, where success rate is defined in Sec. 5.6.
GSNet outperforms other methods on all three sets.

4. Details of Grasp Operation Model
Grasp operation model (GOM) in GSNet is designed

based on OperationNet in GraspNet baseline model [1] with
several improvements. The main differences between the
two components are listed as follows.

Simplified Cylinder Representation In [1], points are
cropped and transformed into a cylinder region for each
depth bin, which leads to multiple groups with repeated
points on one grasp proposal. GOM replaces them with
a single cylinder region, where the height is determined
by the maximum depth (0.04m) used in our experiments.
Depth classification is moved to final output accordingly.

Scaled Point Coordinates In [1], points are transformed
without scaling. Since all groups shared the same gripper
coordinate frame and the transformed coordinates are rel-
ative small in abusolute value (<= 0.05m), we scaled the
points with the cylinder radius (0.05m). The width predic-
tion is modified accordingly.
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Figure 2. Visualization of point-wise graspness predicted by GSNet. Regions with higher graspness are annotated with brighter colors.

Shared Point Features For each depth bin on one grasp
point, OperationNet in [1] directly samples 64 points with
only xyz coordinates from the original input (about 20k
points). GOM samples 16 points from the seeds (about 1k
points). The xyz coordinates are then concatenated with
point features output by cascaded grasp model. This modifi-
cation helps reduce computing overhead of point sampling.

Output Parameters [1] output grasp scores, in-plane ro-
tation angles and gripper widths for each depth bin, and
choose the parameters with the highest angle classification
scores. In GOM, grasp scores and gripper widths are pre-
dicted for each (in-plane rotation)-(approach depth) com-
bination and output the parameters of the combination with
the highest grasp score. In addition, output grasp scores and
gripper widths are replaced with relative value from 0 to 1.

5. Visualization of Point-wise Graspness

Point-wise graspness predicted by GSNet is visualized
in Fig. 2. Regions with higher graspness are annotated with
brighter colors. We can see that graspness is not only de-
cided by the object itself, but also influenced by its posi-
tion. Most of the low-graspness areas are caused by colli-
sion with tables, which have higher graspness in single ob-
ject. Graspness of an object is also influenced by its neigh-
bours. For example, the knife on the banana (Fig. 2d) cut
off the contiguous graspness of the latter. The object size
is also an important factor. In Fig. 2c, the box has no areas
with high graspness although the shape is relative simple.
That is because there are few areas for a gripper with width
up to 0.1m to grasp on when the box are lying on the table.

6. t-SNE Visualization of Point Features
We visualize the point features output by GSNet. Fig. 3

shows the t-SNE visualization of point features in differ-
ent test setting, where points are obtained from GraspNet-
1Billion dataset and feature vectors are output by GSNet.
Tab. 2 details the experimental settings. The points with
high graspness are labeled as positive samples, and other
points are labeled as negative samples. We can see that gras-
pable points are quite distinguishable from others, which
demonstrates the generality of graspness model across dif-
ferent settings.
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Object Variation Viewpoint Variation Camera Variation
Train Test Train Test Train Test

Scene 0-99 100-129 130-159 160-189 0-99 100-129 100-129 100-129 0-99 100-129 100-129
View 0-255 0-255 0-255 0-255 0-127 0-127 128-191 192-255 0-255 0-255 0-255

Camera Kinect Kinect Kinect Kinect Kinect Kinect Kinect Kinect Kinect Kinect Realsense
Serial Number A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3

Table 2. Serial number on different test setting. Each number corresponds to a t-SNE visualization result in Fig. 3.

(a) A1 (b) A2 (c) A3 (d) A4

(e) B1 (f) B2 (g) B3 (h) B4

(i) C1 (j) C2 (k) C3

Figure 3. t-SNE visualization of point features on different test setting. The three rows show the results of object/viewpoint/camera variation
respecctively. Orange points denote the samples with high graspness, and blue points denote the samples with low graspness. The setting
details are listed in Tab. 2.


