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1. Comparison of Structures in Competing Methods
Figure 1 gives a comparison between the proposed transformer-based 3D reconstruction methods and existing CNN-based

methods from the perspective of components and structure.
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Figure 1. Comparison of CNN-based methods (3D-R2N2 [1], AttSets [4], Pix2Vox/A [2], Pix2Vox++/A [3]) and the proposed Transformer-
based methods.
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Figure 2. Kernel density estimation of D value in different attention layers for VolT and EVolT.

2. Additional Results
2.1. View Divergence

In Figure 2, we plot the estimated probability density of the D value at different attention layers for VolT and EVolT.
We use kernel density estimation (KDE) to compute the probability density and explore the convergence of multi-view
representations in different attention layers. A small D means a more considerable convergence of multi-view representations.

In each view attention layer, the probability density function p̂(D) of D is estimated as
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where sim is the attention vector of the m-th view for the i-th object. The number of random objects is set to Nobject = 100.
The input view number is set to Nview = 24. Here, we used the Gaussian kernel K(x) = 1√

2π
exp(−x2

2 ). h is computed by
the rule of thumb of Scott.

It is shown in Figure 2 that the density of EVolT has a much larger variance than that of the VolT. Also, as the attention
layers go deeper, the D value of the VolT gradually moves closer to 0 while the EVolT can still cover a larger range of
D values. This indicates that the divergence enhancement function in EVolT can effectively slow down the convergence
degradation of multi-views in deeper layers.

2.2. Qualitative Results

We provide more object reconstruction results of competing methods, as shown in Figure 3, 4, 5, and 6. In each object
sample, we provide object reconstruction results from different numbers of input views, i.e., 12 views, 18 views, and 24 views.
The first two rows on the left part of Figure 3 show the 12 input views of an object, and the corresponding reconstruction
results of competing methods are shown at the second row on the right. Similarly, the first three rows on the left are the 18



input views corresponding to the results on the right. The qualitative comparison suggests the superiority of the proposed
method in terms of the reconstruction topology and details.
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Figure 3. Qualitative reconstruction results of competing methods for bench (top), aeroplane (middle), and sofa (bottom).



Figure 4. Qualitative reconstruction results of competing methods for table (top), lamp (middle), and chair (bottom).



Figure 5. Qualitative reconstruction results of competing methods for aeroplane (top), display (middle), and chair (bottom).



Figure 6. Qualitative reconstruction results of competing methods for sofa (top), aeroplane (middle), and bench (bottom).


