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Abstract

In the supplementary material, we first specify more de-
tails of our experiments. Then, we demonstrate that Recon-
figISP can adjust imaging effects by tuning the parameters
of each module. Moreover, the analyses of online pruning
are presented. Finally, we show additional experimental re-
sults.

1. Experimental Details

In this section, we specify ISP modules, the proxy net-
work architecture and training details.
ISP Modules. We focus on common algorithms includ-
ing denoising, demosaicing, tone-mapping and white bal-
ancing. Denoising algorithms are essential to address the
noise introduced by CMOS sensors. BM3D [3] and Path-
Restore [15] are representative of traditional and deep meth-
ods, respectively. Classic algorithms such as Bilateral [13],
Median [8] and NLM [1] are also considered. Demo-
saicing algorithm converts raw bayer pattern into stan-
dard RGB (sRGB) format. We implement traditional algo-
rithms [6, 14] and a deep DemosaicNet [7]. Gamma and
Tone Mapping algorithms compress a wide-range image
into limited range or highlight the dark/bright part of the
image. Specifically, Reinhard [9] and Crysisengine adopt
simple formulas while Filmic uses complicated operations
to fit a saddle function [5]. White Balancing algorithms
correct color bias caused by different sensor sensitivity and
light condition. For example, Whitepatch [10] adjusts im-
age color based on a reference white point.
Proxy Network Architecture. We use SRCNN [4], a
widely used and lightweight model for super-resolution, as
our proxy network. Specifically, SRCNN [4] has three con-
volutional layers, with kernel size 9, 5 and 5, respectively.
The channels of two intermediate features are 64 and 32,
respectively.

The number of input and output channels vary across
image domains. There are four image channels (RGGB)
in RAW domain. The input channel is 4+x and the output
channel is 4, where x represents the number of input param-
eters for each module. For demosaicing, the input channel
is 4 (RGGB) and the output channel is 12. A pixel shuf-
fle layer [12] with up-sampling factor 2 is used to transfer
12 output channels to 3 image channels. As for the algo-
rithms in sRGB domain, the input channel is 3+x and the
output channel is 3, where x represents the number of mod-
ule parameters. The input of global tone mapping and white
balancing modules contain additional 9 channels, with the
global minimum, mean and maximum for each channel.
The proxy network architecture is summarized in Table 1.
Training Details. We first clarify the settings of image
restoration. In the architecture search stage, we adopt a
training patch size of 48×48 and a batch size of 16. In the
parameter optimization stage, we use a larger patch size to
fine-tune the algorithm parameters. Specifically, the patch
size and batch size are 192×192 and 4, respectively.

Then we specify the settings of object detection. A
larger patch size is adopted to include more objects. In the
architecture search stage, we use a training patch size of
256×256 and a batch size of 4. In the parameter optimiza-
tion stage, the patch size and batch size are 768×768 and 1,
respectively.

2. Flexibility of ReconfigISP

Unlike existing fixed frameworks, we allow changes and
rerouting in the ISP architecture. Further flexibility can be
achieved by tuning the parameters of each module. Such
adjustment is not available in deep networks that attempt to
construct the ISP pipeline in a single model. In Fig. 1, we
present an example of the SID dataset [2]. The searched
ISP architecture is “Path-Restore-Bayer -> Laplacian ->
Gamma -> WB-Quadratic -> WB-Linear”. Given such a
white-box pipeline, we can adjust the parameters to achieve



Table 1: Proxy network architecture.

Domain Category Algorithm Proxy Architecture Input Channel Output Channel

RAW->RAW Denoising
Bilateral-Bayer

SRCNN [4]
7

4Median-Bayer 5
NLM-Bayer 7

RAW->sRGB Demosaicing Laplacian SRCNN [4] + Pixel Shuffle 4

3
sRGB->sRGB

Denoising

Bilateral

SRCNN [4]

6
Median 4
NLM 6

BM3D 8

Global Tone Mapping
Reinhard 14

Crysisengine 13
Filmic 14

White Balance Whitepatch 13

BrightnessDark Bright
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Figure 1: Thanks to the flexibility and modularity of ReconfigISP, one can perform post parameter tuning easily on each module (after the
ISP architecture search) to adjust for the desired imaging effects. For example, we may tune the parameters of Gamma and WB-Linear to
control brightness and color, respectively.

different imaging effects. For example, tuning the param-
eters of Gamma and WB-Linear can adjust brightness and
color, respectively.

3. Analyses of Online Pruning

We present the training curve of architecture weights
and illustrate the online pruning mechanism in Fig. 2. The
curves represent the training procedure in the architecture
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Figure 2: The training curve of architecture weights with online pruning. The experiment is conducted on S7 ISP dataset [11]. Three steps
in sRGB domain are visualized. A dashed line represents a pruned algorithm, where it is cut off at the location denoted by a red cross
(zoom in for best view).

Table 2: ISP architecture in different efficiency constraints. WB and GTM represent white balance and global tone mapping, respectively.
The time stands for runtime on CPU to process one megapixel.

Dataset Model Name RAW->RAW RAW->sRGB sRGB->sRGB Time (s)

SID [2]
ReconfigISP Path-Restore-Bayer Laplacian Gamma, WB-Quadratic, WB-Linear 1.16

ReconfigISP-Fast - Bilinear Gamma, WB-Quadratic, NLM 0.63
ReconfigISP-Faster - Bilinear Gamma, WB-Linear 0.049

S7 ISP [11]
ReconfigISP Path-Restore-Bayer Nearest GTM-Filmic, Gamma, WB-Quadratic 1.53

ReconfigISP-Fast - Nearest Gamma, WB-Quadratic, NLM 0.61
ReconfigISP-Faster - Nearest Gamma, WB-Linear 0.031

search stage on S7 ISP dataset [11]. We visualize the three
steps in sRGB domain. Each curve denotes the architecture
weight (before Softmax activation) of a specific algorithm.
A dashed line terminated at a red cross indicates that the
corresponding algorithm is pruned. In the first step, 12 out
of 15 algorithms are pruned before 50,000 iterations. In
the second step, the algorithms are competing fiercely, and
only three algorithms are pruned. In the final step, seven
algorithms are pruned ahead of the midpoint. Considering
the complexity of each algorithm, about half of the compu-
tations are saved with the help of online pruning.

4. Additional Results

In Table 2, we show the searched ISP architectures under
different efficiency constraints. ReconfigISP adopts a deep

model Path-Restore-Bayer for denoising; ReconfigISP-
Fast uses a more efficient NLM algorithm for denoising;
ReconfigISP-Faster does not apply any denoising module.
The efficiency of an ISP mostly depends on the complexity
of denoising algorithms.

In Fig. 3 and 4, we further present qualitative results of
image restoration and object detection, respectively. Our
method yields cleaner restoration details and more accurate
detection results compared to traditional ISP pipelines.
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[7] Michaël Gharbi, Gaurav Chaurasia, Sylvain Paris, and Frédo
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Figure 3: Additional qualitative results of image restoration on SID dataset [2].
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Figure 4: Additional qualitative results of object detection on OnePlus dataset (zoom in for best view).


