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In the following, we provide more details about the
Kendall Tau [5] used in our manuscript. In addition, we
show the samples of architectures that searched on CI-
FAR10/100, Tiny-ImageNet-200, and ImageNet by EC-
DARTS.

1. Kendall Tau for Correlation Evaluations

To conduct the the correlation evaluation, we apply
Kendall Tau [5] to measure correlations between different
ranks. Specifically, Kendall Tau between two ranks R;
and R; is denoted as 7(R;, R2), which belongs to [—1, 1].
T(R1, R2) can be as high as 1 if Ry and R» have a strong
correlation, or as low as -1 if R; and R, are negatively cor-
related. Note that as 7(R;, Rz2) approaches 0, there tends to
be no correlation between R and Rs.

In our manuscript, we use Kendall Tau to evaluate the
correlations of 3 paired ranks:

* The search accuracies and the corresponding retraining
accuracies of 10 architectures are randomly selected
from a single search. It should be noted that it is nor-
mal for different epochs to output the same intermedi-
ate architectures.

* The ranks of the operation weights and retraining accu-
racy of 10 architectures generated from one search re-
sult. Specifically, these 10 architectures are generated
by replacing the 2 pairwise edges, that are connected
with the last intermediate node in the searched archi-
tecture, with different possible combinations. Each
possible edge connection only retains the operation
corresponding to the largest operation weight.

* The search accuracies and the corresponding retraining
accuracies of 10 independently searched architectures.

2. More Results in NAS-Bench-201 and Sam-
ples of Searched Results

To further fairly verify the effectiveness of EC-DARTS,
we conduct experiments on NAS-Bench-201 [3]. NAS-
Bench-201 is a large NAS benchmark, which includes
15,625 architectures in total. These architectures have been
evaluated on CIFAR10, CIFAR100 and ImageNet-16-120
[1] by NAS-Bench-201. We compared our method with

ResNet [4], RSPS [6], DARTS [7], GDAS [2]. As shown
in Table 1, we run our method for 3 times on each dataset,
and the architectures searched by our method achieves the
state-of-the-art performance on the three datasets. Specif-
ically, DARTS is affected by the optimization gaps, which
is performed poorly on the three datasets. Different from
DARTS, our method improves the correlations of different
ranks from the levels of operation and structure. Besides,
we provide samples of searched results on CIFAR10/100,
Tiny-ImageNet-200, and ImageNet by EC-DARTS. The vi-
sualization results are shown in Figure 1.
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Table 1: Quantitative comparison results on NAS-Bench-201. “Optimal” indicates the best performing architecture in NAS-
Bench-201 search space.

Method CIFAR-10 CIFAR-100 ImageNet-16-120

Val Test Val Test Val Test
ResNet [4] 90.83 93.97 70.42 70.86 44.53 43.63
RSPS [6] 84.16+£1.69 87.66+£1.69 59.00+4.60 58.334+4.34 31.56+3.28 31.14+£3.88
DARTS [7] 39.774+0.00 54.3040.00 15.03+0.00 15.6140.00 16.43+0.00 16.3240.00
GDAS [2] 90.0+00.21 93.51+0.13 71.14+0.27 70.61+0.26 41.70+1.26 41.84+0.90
Optimal 91.61 94.37 73.49 73.51 46.77 47.31
Ours 90.224+0.27 93.75+0.15 71.02+1.22 71.26+1.17 44.894+1.45 45.10+1.13
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(a) the normal cell found by EC-DARTS on CIFAR10 (b) the reduction cell found by EC-DARTS on CIFAR10
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(c) the normal cell found by EC-DARTS on CIFAR100 (d) the reduction cell found by EC-DARTS on CIFAR100
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(e) the normal cell found by EC-DARTS on ImageNet (f) the reduction cell found by EC-DARTS on ImageNet
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(g) the normal cell found by EC-DARTS on tiny-ImageNet-200 (h) the reduction cell found by EC-DARTS on tiny-ImageNet-200

Figure 1: Normal cell and reduction cell searched by EC-DARTS on CIFAR10/100, Tiny-ImageNet-200, and ImageNet.
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