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Abstract

The problem of predicting driver attention from the driv-
ing perspective is gaining increasing research focus due to
its remarkable significance for autonomous driving and as-
sisted driving systems. The driving experience is extremely
important for safe driving, a skilled driver is able to effort-
lessly predict oncoming danger (before it becomes salient)
based on the driving experience and quickly pay attention to
the corresponding zones. However, the nonobjective driv-
ing experience is difficult to model, so a mechanism simu-
lating the driver experience accumulation procedure is ab-
sent in existing methods, and the current methods usually
follow the technique line of saliency prediction methods to
predict driver attention. In this paper, we propose a Feed-
Back Loop Network (FBLNet), which attempts to model the
driving experience accumulation procedure. By over-and-
over iterations, FBLNet generates the incremental knowl-
edge that carries rich historically-accumulative and long-
term temporal information. The incremental knowledge in
our model is like the driving experience of humans. Under
the guidance of the incremental knowledge, our model fuses
the CNN feature and Transformer feature that are extracted
from the input image to predict driver attention. Our model
exhibits a solid advantage over existing methods, achieving
an outstanding performance improvement on two driver at-
tention benchmark datasets.

1. Introduction

Accurately predicting where a driver should look is ex-
tremely important for assisted driving [14], accident avoid-
ance [19], and driverless driving [37]. According to the road
traffic injuries report | of WHO in 2022, nearly 1.3 million
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Figure 1: The comparison of the mainstream existing archi-
tectures (i.e., (a) CNN based encoder-decoder architecture
and (b) CNN- Transformer based encoder-decoder architec-
ture) and our architecture (i.e., (¢) FBLNet).

people die in traffic accidents every year, and a high propor-
tion of death result from driver attention distraction. Many
accidents could be avoided if a system is able to accurately
predict where a driver should look and timely send the at-
tention distraction warning. Therefore, driver attention pre-
diction is significant for developing safer autonomous driv-
ing or assisted driving systems. On account of the remark-
able research significance of driver attention prediction, it
is attracting increasingly wide research focuses, and many
excellent models [36, 21, 39, 30] have been proposed.

The traffic scene is challenge and complex. It is highly
dynamic, random and diverse. A driver may confront var-
ious scenarios, such as cutting in cars, crossing pedestri-
ans and emergently-appearing motorbikes. To safely drive
in such scenarios, driving experience is the key point. A
skilled driver could effortlessly predict the most likely area
where the danger may appear. For example, when a side
front car is following another slowly driving car in front
of it, the side front car may change to our lane, which is
dangerous and we should pay more attention to it to avoid
the collision. What’s more, an experienced driver could pre-
dict the potentially dangerous zones according to the current
traffic scene even if the danger is not visible at the current
time, and pay attention to the dangerous zones to guarantee
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safety. Therefore, it has great significance if we could de-
sign a driver attention prediction model that possesses the
ability to accumulate the driving experience like a human.

Unfortunately, after reviewing the recent literature re-
garding attention prediction [28, 27], we have not found
a work that is struggling in this direction. Existing mod-
els can be coarsely divided into two categories. One kind
of model is CNN (Convolution Neural Network) based
encoder-decoder, as shown in Fig. 1(a). The other kind
is CNN-Transformer based encoder-decoder, as shown in
Fig. 1(b), which first uses CNN to extract local features,
then adopts Transformer to explore the global context of the
local features, and finally adds a decoder at the end of Trans-
former. These models have remarkably driven the develop-
ment of this field. However, their core idea is similar to that
of models for saliency prediction, ignoring the importance
of long-term historically-accumulative information (similar
to the driving experience) for driver attention prediction.
As a result, driver attention can be hardly predicted when
saliency target is not consistent with driver attention.

Aiming at designing a driver attention prediction model
that is able to simulate human driving experience accumu-
lation procedure, this paper proposes a FeedBack Loop
Network (FBLNet). Essentially different from existing
models, the novelty of FBLNet is the feedback loop mech-
anism that continuously fetches data from the decoder
module in every round of training procedure to iteratively
update the incremental knowledge. The feedback loop
mechanism enables the incremental knowledge to carry
historically-accumulative and long-term temporal informa-
tion, making the whole model have a similar ability as a
human accumulating the driving experience.

Fig. 1(c) illustrates the coarse structure of our model.
Given an input image, CNN encoder and Transformer en-
coder extract the features of the input image, and the
feedback loop is responsible for updating the incremental
knowledge. The fusion module accepts image features and
the incremental knowledge as the input, and outputs the fu-
sion feature. The fusion feature is upsampled by the de-
coder module to construct the driver attention heatmap. To
evaluate our model, a series of comparison and diagnos-
tic experiments are conducted on two public datasets. The
comparison experiment results show that our model has a
solid advantage over the baselines, achieving significant im-
provement on six metrics. The diagnostic experiment re-
sults validate the effectiveness of our proposed feedback
loop module, fusion module and encoder module.

The contributions of this paper are as follows. 1) As
Fig 1 shown, our proposed FBLNet is essentially different
from all existing methods for driver attention prediction.
Our FBLNet can utillze the historically-accumulative and
long-term temporal information by a feedback loop struc-
ture like a human driver accumulating his driving experi-

ence. Extensive experimental results on two driver attention
benchmark datasets show that FBLNet outperforms existing
models for attention prediction . 2) We also propose the in-
cremental knowledge guided fusion module. This novel fu-
sion module can explore the inter-relationship between dif-
ferent kinds of features and guides the CNN feature and the
Transformer feature to update in accordance with incremen-
tal knowledge during the training process.

2. Related Works

Methods for this problem can be roughly divided into
three types: 1) Conventional methods, 2) Convolutional
neural network methods and 3) Transformer methods.

2.1. Conventional Methods

In the early days, the dominant method mainly adopts the
probability model to predict attention. Itti et al. [17, 16] pro-
poses a feature map combining image color, attributes and
orientation features, which uses a dynamic neural network
to select the concerned positions according to the signifi-
cance. At that time, the mainstream is using a mathemat-
ical algorithm, to simulate human attention mechanisms,
such as the Borji graph model based on probabilistic infer-
ence and top-down research methods [6], which uses the
Bayesian network. Bayesian network is also used in [31],
which uses a dynamic Bayesian model and combines vi-
sual salience with people’s cognitive state to predict. In
the traffic significance detection model [&], a bottom-up and
top-down combined model framework is constructed by us-
ing road vanishing points as guidance. Ban et al. [3] also
uses the top-down and bottom-up fusion model, the core of
his top-down approach is adaptive resonance theory (ART),
which is also used in [9]. [13] is inspired by the biological
concept of the ventral attention system, which focuses on
incidents of low significance but high stimulation. These
above methods do not use CNN, but their top-down and
bottom-up ideas inspire later researches.

2.2. Convolutional Methods

With the continuous development of the convolutional
neural network in the field of computer vision, CNN-based
methods have become the first choice for researchers. These
methods can be divided into two types, bottom-up type
and a combination of bottom-up and top-down type. In
the bottom-up approach, [35] uses Bayesian modeling, and
adds a fully convolutional neural network to process the
image. Palazzi et al. [29, 30] uses C3D network.[!] also
uses C3D convolution operation. Lattef et al. [20] uses a
generative model which has a simple structure. Deng et
al. [36] proposes a Dual-Branch model that divides the in-
put into a single frame and continuous frames. [33, 32, 34]
are all based on U-Net. Meanwhile, many scholars inte-
grate some top-down research methods into the convolu-
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tional neural network [11, 39, 21, 25]. Fang et al. [10] pro-
poses SCAFNet network is a method of simultaneous pro-
cessing and a fusion of source images and semantic images.
And a big step forward for the top-down method is the ap-
plication of attention mechanism [7, 38, 26]. MEDRIL [2]
is the method of maximum entropy depth reverse reinforce-
ment learning. These methods solely rely on local features,
thus failing to effectively capture the crucial global infor-
mation necessary for accurate driver attention prediction.

2.3. Transformer Methods

At present, the successful applications of Transformer
in the NLP field impels scholars to apply Transformer in
the CV field and many excellent results are achieved. The
applications of Transformer in the field of computer vision
can be divided into: 1) pure use of Transformer, 2) integra-
tion of Transformer with CNN. [24] is a pure Transformer
study. Also, many researchers notice the different charac-
teristics between CNN and Transformer, meanwhile, plenty
of excellent research has been done to explore it. [22, 40]
uses U-Net and integrates the Swin-transformer. [15] fuses
Transformer with a convolution network, then inputs the
results into a ConvLSTM for time information learning.
These studies indicate the potential of using Transformers
in driver attention prediction. However, solely relying on
the local and global features of the driving scene is insuffi-
cient for precise driver attention prediction. Neglecting the
influence of historical driving experience, as previous re-
searchers have done, can lead to incomplete results. Taking
into account the driver’s accumulated experience is crucial
for a more accurate and comprehensive understanding of
where their focus lies during driving tasks.

3. Approach
3.1. Overview

The goal of this work is to predict driver attention A
given the image I captured from the perspective of drivers,
which is formulated as:

A=N(T) ey

where I € R3>*WxH A ¢ (0,1)"*# and N represents a
driver attention prediction network.

Different from the prior conventional encoder-decoder
network structure we propose the FeedBack Loop (FBL)
encoder-decoder network, which is called FBLNet. The
overview of FBLNet is illustrated in Fig. 2. FBLNet is com-
posed of four modules, including CNN-Transformer Fea-
ture Extraction (§ 3.2), FeedBack Loop (§ 3.3), Incremen-
tal Knowledge Guided Fusion (§ 3.4) and Decoder (§ 3.5).
The CNN-Transformer Feature Extraction module extracts
the CNN feature C and the Transformer feature T from L
FBL module continuously accepts the feedback information

d from the Decoder module, and iteratively generates the
incremental knowledge K. In the Incremental Knowledge
Guided Fusion module, C, T, and K are fused to produce
the fusion feature F. The Decoder module takes F as input,
and finally outputs A.

3.2. CNN-Transformer Feature Extraction

Traffic scenes are extremely dynamic, complex and ran-
dom. In addition, traffic participants are numerous and dif-
ferent participants always have cooperation and competi-
tive relationships. Considering the specific characteristics
of traffic scenes, to accurately predict the driver’s attention,
it is essential to simultaneously encode the local informa-
tion (e.g., cutting in cars and persons) and analyze the global
information (e.g., multiple participants at the crossroads).
Therefore, different from most existing methods, we design
the CNN-Transformer Encoder that consists of two path-
ways, one is the CNN pathway and the other is the Trans-
former pathway. The former enables the encoder to extract
the local detailed feature, while the latter allows to extract
the global long-range dependency feature.

The feature extraction of the Convolution Neural Net-
work pathway is formulated as:

{Ci}?:1 = Nunn(l) 2)

where I is the input image with the size of 3 x 224 x 224,
and NV,.,,,, denotes the backbone of CNN. Five CNN features
{C;}5_, are extracted, and the size of C; is (64 x 2'71) x
224 x 2! Among them, {C;}}_, will be fused with de-
coder features to strengthen expressions (see § 3.5), and Cj
will be used as one input of fusion module (see § 3.4).

The feature extraction of the Transformer pathway is ex-
pressed as:

{Ti}?:l = NTrans (I) 3)

where N7,qns denotes the Transformer blocks, generating
four Transformer features {T;}?_,, and the size of T; is
(64 x 2171) x 250 B0 {T;}3 | will be fused with
decoder features to strengthen expressions (see § 3.5), and

T, will be used as one input of fusion module (see § 3.4).

3.3. Feedback Loop

The major novelty of our FBLNet is the FeedBack Loop
(FBL) structure, which is inspired by the core theory (i.e.,
feedback) of Wiener’s cybernetics claiming that the feed-
back mechanism makes a system stable by conveying infor-
mation from the back end to the front end. As shown in
Fig. 2, FBL continuously fetches the decoder feature from
a feedback node and iteratively carries the feedback feature
forward to accumulate it to the incremental knowledge. It is
important to note that FBL is exclusively employed during
the training phase. Once the training phase is completed,
K remains constant. This process is analogous to a driver
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Figure 2: The overview of our method. Encoder module extracts CNN feature Cs and Transformer feature T4 from input

image.

Feedback Loop module continuously accepts the feedback feature d; from the Decoder module, and iteratively

generates the incremental knowledge K;. Fusion module fuses the Cs, T4 and K; to generate the fusion feature F. Decoder
module takes F as input, and finally outputs the driver attention prediction.

accumulating driving experience from various driving sce-
narios (training set), and the accumulated experience (K)
can be effectively utilized when the driver encounters new
road conditions (testing set).

The incremental knowledge is physically represented as
a feature map, where all elements are initialized to “1”. The
feedback loop is repeated in each forward propagation step,
thus the Incremental Knowledge is constantly updated. This
procedure is formulated as:

It i=1 W
) Fiter (Kio1,Bisy), i>2

where ¢ represents the iteration step number, K is the ini-
tialization matrix which has the same size as the feedback
feature, K; is the incremental knowledge after ¢ iterations,
and we note that each iteration equals that a batch of data
goes through a complete forward propagation procedure.
Fiter in Eq. 4 is the iteration rule defined as:

]:ite,,'(Kifl,Bifl) = mean(ReLU(BN(Conv(Ki,lEBB.;,l)))—&-KZ-,l)

®)
B;_, in Eq. 4 is the feedback feature B at (¢ — 1),,, iteration,
and @ is represented for concatenation. B is fetched from a
certain feedback node in decoder:

B=d;.d; € {d;}j, (6)

where d; is the decoder feature after j decoder layers.

We can find that B could be fetched from any decoder

layers, thus “where to start feedback™ is a crucial section.
According to the theory in classic Wiener’s cybernetics, the
feedback node is near to the output, which impels to select
B = d4. However, considering the characteristics of the
deep neural network, we selected B = ds, and the analysis
will be detailed in the diagnostic experiment (§ 4.3).

As a short summary, the core idea of our proposed Feed-
Back Loop is to feedback the decoder feature to iteratively
update the incremental knowledge. By continuous feed-
back, the information in the temporal dimension is increas-
ingly accumulated to the incremental knowledge, making it
carry rich historically-accumulative and long-temporal in-
formation, thus the incremental knowledge could perform a
crucial guiding role for driver attention prediction.

3.4. Incremental Knowledge Guided Fusion

The input of our fusion module is CNN feature C; in
Eq. 2, Transformer feature T4 in Eq. 3, and the incremen-
tal knowledge K; in Eq. 4. The output is the fusion feature
denoted as F. Different from the classic fusion mechanisms
(e.g., addition and concatenation), we propose an incremen-
tal knowledge guided and Transformer based fusion mech-
anism. K; is used to guide the transition of C5 and T4, and
Transformer is adapted to allow the network to learn the po-
tential inter-relationship between different kinds of features.

To utilize K; for guiding the transition of C; and T4, we
start by applying a softmax operation on K; to obtain an
attention feature K.

K{ = Softmax(K;), (7
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and then impose K on C; and T, by the multiplication:

TY = K% x LN(Flatten(F,,(T4))) (8)

C¢ = K¢ x LN(Flatten(F,,(Cs))) ©)

where F,,, denotes up-sample operation to make T, and
Cs have the same size with K;, LN denotes the layer nor-
malization. By Egs. 8-9, T4 and Cs are updated under the
guidance of K;. T and C{ are updated Transformer feature
and updated CNN feature, respectively.

Given the updated T and CZ, Transformer is utilized to
explore the relationship between them. First, the attention
weight is computed by:

g g\ T
W = Softmax <(WL1CS)\/%VI€T4)> (10)

where C{ is query, TY is key, W, and W, represent learn-
able parameters of updating query and key , and D is the
dimension of key.

Then, the fusion feature F is computed by aggregating
Value (V) weighted with attention weight W in Eq. 10:

F =WV (1)

where V = C{.

Ultimately, to further enrich the fusion feature, the orig-
inal CNN feature and the Transformer feature are utilized
once again:

F = Fopn(F + Fenn(Cs) + Fenn(Ty)) (12)

where F.,,(-) represents a small CNN block, F,,(-) =
ReLU(BN(Conv(-))). By Eq. 12, the fusion feature is up-
dated, which has considered not only the individual infor-
mation of T4 and C5 but also the relationship between them.

3.5. Decoder

The goal of the decoder module is to upsample the fu-
sion feature F to finally predict the driver attention heatmap
A. The decoder module consists of five blocks denoted as
{D;}}_,, and their corresponding outputs are represented
by {di}i,.

To make clear each decoder block, let’s take DD as an ex-
ample. The direct input of D, is the output dg of the previ-
ous decoder block Dg. Besides dg, to further strengthen the
expression of the decoder feature, a skip connection mech-
anism is adapted. Specifically, the CNN feature C, and
Transformer feature T3 skip from the encoder module to
the decoder module to serve as the inputs of D;. Therefore,
dy, C4 and T3 are the inputs of D;, which outputs d;. This
procedure is simplistically formulated as follows:

di = Fup (Fenn(Concat(Cya, T3))) + Fup(Fenn (do))
(13)

where F,, denotes up-sample operation, C'oncat rep-
resents the concatenation operation, and F.,,(-) =
ReLU(BN(Conv(+))) represents a small CNN block.

The output of last decoder block is d4, based on which
the driver attention heatmap A is computed:

A = sigmoid (Conv(ds)) (14)

4. Experiments
4.1. Experimental Settings

Datasets. BDDA [39] (Berkeley DeepDrive Attention) is
a driver attention dataset that focuses on critical situations
such as occlusion, truncation, and emergency braking. The
dataset is composed of 1,232 videos from different weather
and lighting conditions. To obtain the annotations, 45
drivers are asked to observe videos, and their eye move-
ments are recorded by the infrared eye tracker to generate
attention points. The ground truth attention map of each
frame is obtained by smoothing the attention point aggrega-
tion of several observers. DADA [10] is a driver attention
dataset involving 54 kinds of accident scenarios, including
658,476 video frames of 2,000 videos collected in various
scenes (highways, urban, rural, and tunnel), weather condi-
tions and light conditions. With the help of the infrared eye
tracker, 20 volunteers annotated multiple attention points
for each frame, and the ground truth attention map is ob-
tained by applying Gaussian filters on attention points.
Evaluation Metrics. Six classical metrics, including three
distribution-based metrics: Pearson’s Correlation Coeffi-
cient (CC), Kullback-Leibler divergence (Kldiv), and Sim-
ilarity (SIM). Three location-based metrics: Normalized
Scanpath Saliency (NSS) and two types of Area Under the
ROC curve (AUC_] [18], AUC_B [5]) are selected for the
performance evaluation. AUC is to calculate the Area Un-
der the ROC which is created by plotting the true positive
rate (TPR) against the false positive rate (FPR).

_ FP TPR— TP

FP+TN TP+ FN
CC calculates the linear relationship of the prediction (P)
and ground truth (Q).

FPR 15)

Cov(P,Q)
o(P) x o(Q)
Kldiv is used to measure the difference between two proba-
bility distributions.

ccP,Q) = (16)

Kldiv(P,Q) = > Qlog (s +- %Pi) a7

SIM indicates the similarity between P and Q).
SIM (P,Q) =) _ min (P;,Q;) (18)

NSS is used to evaluate the difference between P and Q.

NSS(P,Q) = %Zi (P x Q) (19)
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Table 1: Quantitative comparison results on DADA [10] and BDDA [39] datasets.

Method BDDA DADA
AUCJ+ AUCBY SIMt CCt  Kldiv) NSSt AUCJ} AUCBt SIMt CCt  Kldiv) NSSt
BDDA [39]accv201s 0.9383 0.8847 0.3513 0.4805 2.0723 3.4515 0.8960 0.8297 0.2232  0.3261 2.7671 2.5229
U2NET [33]pr2020 0.9594 0.9403 0.3612  0.5586 14737 39504  0.9481 0.9088 0.3008 0.4737 1.8568 3.7740
MINET [32]cver2020 0.8645 0.7546 0.3571 0.4882 10.5031 4.2808 0.8651 0.7152 0.3000 0.3855 9.9914 3.6239
DRIVE [4]iccv2021 0.7637 0.6890 0.2589 0.3158 13.8349 2.5615  0.9050 0.8533 0.2468 0.3743 4.0270 3.0614
DADA [10]rrrs 2021 0.9546 0.9056 0.3986 0.5566  1.4824  4.2205  0.9500 0.8737 0.3412  0.4797 2.1689 4.0549
DBNET [36]igeecan2022  0.9554 0.9270 0.3825 0.5589  1.8533  3.9321 0.9190 0.8792 0.2582 0.3957 2.7716 2.9301
PGNET [40]cver2022 0.9237 0.8184 0.4396 0.5698 6.0989  4.9290 0.9250 0.8124 0.3728 0.4571 5.2839 4.0455
Ours 0.9587 0.9290 0.4666 0.6447 1.4010  5.0273 0.9540 0.9098 0.3307 0.5020 1.9205 4.1316

For AUC, CC, SIM and NSS metrics, higher values are ex-
pected. For the Kldiv metric, a lower value is expected.
Implementation Details. 1) The backbone of our
CNN branch in Eq. 2 is ResNet-18 [12]. 2) Swin-
Transformer [23] is used as the backbone of our Trans-
former branch in Eq. 3. 3) The size of input image I
is 3 x 224 x 224 to conform the requirement of Swin-
Transformer. 4) We choose ds as our feedback feature
Eq. 6. 5) The size of incremental knowledge is initially de-
fined as 64 x 56 x 56. And it is resized to 256 x 14 x 14
before entering into fusion module. 6) The number of chan-
nels for T4 and C5 are both 512, a squeeze channel opera-
tion is applied to reduce the channel number to 256 so that
it meets the requirement of the size of B. 7) The Adam op-
timizer is used with the initial learning rate set to 104, the
momentum and the weight decay are set as 0.9 and 1074,
respectively. 8) The batch size is set to 8, and experiments
are conducted in an NVIDIA RTX3090 GPU. 9) Our model
implementation is based on PyTorch.

Loss Function. The loss function £(P,Q) is defined be-
tween the predicted saliency map P and the corresponding
ground-truth saliency map Q.

L(P,Q) = uKldiv(P,Q) —nNSS(P,Q) —£CC(P,Q)  (20)

where 4 = 1, 7 = 0.1, and £ = 0.1 are the scaler factors
for Kldiv, NSS, and CC, respectively.

4.2. Comparison Experiment

Baselines. In order to illustrate the performance of our
model, we compared it with other seven models, among
which DBNet [36], DRIVE [4], U2Net [33], MINet [32],
BDDA [39] and DADA [10] are completely based on CNN,
and PGNet [40] is based on CNN and Transformer.

Quantitative Comparison. Tab. 1 shows the compari-
son results on BDDA [39] and DADA [10] datasets. We
can observe that our model overall outperforms all seven
baselines. Compared with the second-best result on SIM,
CC and Kldiv metrics, our model achieves 6.14%, 13.4%,
and 7.27% performance improvement, respectively, on the
BDDA dataset. On the DADA dataset, our model achieves
4.65% and 3.43% performance improvement, on CC and
Kldiv metrics, respectively. Especially, solid comparison

margins are obtained on the BDDA dataset across CC and
Kldiv metrics. The BDDA dataset focuses on accident sce-
narios where driver attention prediction is extremely impor-
tant for danger warnings.

In addition, the comparison results indicate that our
proposed model structure presents the advantage over
the commonly-used Encoder-Decoder structure (i.e., DB-
Net [36], DRIVE [4], U2Net [33] and MINet [32])
and recently-proposed CNN+Transformer structure (i.e.,
PGNet [40]). The superiority of our model structure is
three-fold: 1) A novel FeedBack Loop (FBL) network is
proposed. FBL continuously fetches decoder features back-
ward to the incremental knowledge, which is able to guide
attention prediction using historically-accumulative long-
range temporal information. 2) A incremental knowledge
guided and Transformer based fusion network is proposed.
This fusion mechanism not only strengthens the CNN fea-
ture and Transformer feature by applying the incremental
Knowledge, but also digs out the inter-relationship among
all features via the Transformer idea. 3) CNN-Transformer
encoder is designed to extract features. CNN presents the
advantage of extracting detailed local features, and Trans-
former is powerful at modeling long-range global contexts.

Qualitative Comparison. Fig. 3 illustrates some examples
of qualitative comparison results. We list six complex sce-
narios and they are represented by (a)-(f). On the whole, our
model outperforms all baselines. Especially in scenes (a),
(b) and (c), our model shows great superiority. 1) In scene
(a), two pedestrians crossing the road in the left shaded area
demand attention, posing a challenge for models without
FBL. However, FBLNet accurately focuses on this zone. 2)
In scene (b), no baseline method matches the performance
of FBLNet, as they all wrongly predict the white vehicle
with the most salient color as the driver’s attention, while
the actual focus should be on the pedestrian crossing on the
left. 3) In scene (c), FBLNet correctly notices the pedes-
trian on the left, while other methods neglect this important
object. 4) In scene (d), with a large bicyclist and a small
traffic light, only FBLNet effectively detects both objects
of different sizes. 5) In scene (e), three baseline methods
fail to accurately identify the attention area, while FBLNet
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Figure 3: Qualitative comparison of our method (i.e, FBLNet) with baselines (i.e., BDDA [39], DADA [10], DRIVE [4] and

PGNet [40]).

Figure 4: Visualization on the ablation study on our FBL.
We can clearly see that the comparison methods present a
divergence in the prediction region, inaccurate prediction
and even wrong prediction in these complex scenarios

stands out with superior results.

4.3. Diagnostic Experiment

To examine the detailed impacts of crucial components
(i.e., Feedback Loop, and CNN-Transformer Encoder)
in our model, a set of ablative studies are conducted on
DADA [10] and BDDA [39] datasets.

Feedback Loop. First, we investigate the essential feedback
loop network, and the results are shown in Tab. 2. From

Table 2: Ablation study on different types of FBL.

. DADA BDDA
Fusion
SIMt CCt NSSt SIMt CCt NSStT  avgt
Cat. 0.3087 0.4721 3.6621 0.4358 0.6134 4.5741 1.6777

Add. 0.3254 0.4869 3.9035 0.4416 0.6116 4.6454 1.7357
w/o FBL 0.3204 0.4864 3.8658 0.4561 0.6352 4.8102 1.7624
w/FBL  0.3307 0.5020 4.1316 0.4666 0.6447 5.0273 1.8505

the table we can see the performance under different fusion
mechanisms on the BDDA [39] and DADA [10] datasets. In
the table, Add. and Cat. are two simple ways (i.e., addition
and concatenation) we used to fuse the different features
from the Transformer path and the CNN path. w/o FBL
and w/ FBL represent our incremental knowledge guided
fusion module with FBL and without FBL, respectively. An
average evaluation (i.e., avg) is adopted to show the over-
all performance of different methods. Compared with the
simple fusion methods, our incremental knowledge guided
fusion method exhibits the advantage, averagely obtaining
6.61% and 10.30% performance higher than the addition fu-
sion method and concatenation fusion method, respectively.
Meanwhile, compared with the w/o FBL, the method w/
FBL gains performance improvement on all metrics. The
results are an average of 6.23% higher than that of con-
figuration without FBL. The reason is explainable. When
FBL is disabled, the incremental knowledge K; (Eq. 4) is
also disabled, thus the information carried in K; could not
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Table 3: Ablation study on feedback node.

DADA BDDA

SIMT CCt NSStT SIMt CCT NSStT  avgl
B=do 03244 0.4901 3.9441 0.4492 0.6320 4.7351 1.7625
B=d; 03232 04921 3.9253 0.4649 0.6380 4.8873 1.7885
B=dy 03307 0.5020 4.1316 0.4666 0.6447 5.0273 1.8505
B=d3s 03303 04888 3.9432 0.4616 0.6344 4.8526 1.7852
B=ds 03219 04846 3.8470 0.4615 0.6384 4.8539 1.7679

Method

guide the prediction, and simple fusion methods do not in-
tegrate features properly, therefore leading to the perfor-
mance degradation. By fusing K; with the CNN feature and
the Transformer feature, the model makes full use of the
historically-accumulative information to predict driver at-
tention, thus bringing performance improvement. These ex-
periments validate the effectiveness of FBL, and prove that
K; plays a crucial role in driver attention prediction. They
also prove that Transformer mechanism is helpful for per-
formance improvement since it allows the network to learn
the potential inter-relationship between different features.

To further explore the significance of FBL, we have done
the visualization of the results of this experiment. From
Fig. 4, it is evident that when FBL is employed, the model’s
prediction results are significantly closer to GT compared
to other methods. The concatenation and addition methods
show apparent diffusion phenomena, resulting in inaccurate
and even incorrect predictions. On the other hand, the incre-
mental knowledge-guided fusion method without FBL fails
to achieve a complete prediction. The superiority of FBL
in guiding the fusion process is evident from the improved
accuracy and reliability of the model’s predictions.

Having demonstrated the effectiveness of the feedback
loop, It is also important to diagnose “where to start feed-
back could achieve optimal performance”. In Tab. 3, B =
d; denote the configuration with the feedback from d;. In-
tuitively, the configuration B = d4 (Eq. 6) should be the
optimal solution since it is in line with our Wiener’s cy-
bernetics inspired design motivation that uses the feedback
of output to make the model achieve better performance.
However, as shown in Tab. 3, the model presents the best
overall performance when B = ds. The potential reasons
are manifold. First, the global information in decoder fea-
ture d; gradually weakens while local information gradu-
ally strengthens with the increasing of decoder layers, and
B = d; is a trade-off. Second, if the early decoder features
(i.e., dp and d;) are selected as the feedback feature, the
feedback node is excessively near to the fusion node, mak-
ing the feedback meaningless. Third, if the late decoder
feature (i.e., d3 and d,) is selected as the feedback feature,
there exists a large gap among the sizes of the feedback fea-
ture, CNN feature, and Transformer feature. Therefore, a
necessary down-sampling operation is needed, which leads
to the loss of key information.

Table 4: Ablation study on encoder module.

DADA BDDA
Encoder
SIMt CCt NSStT SIMT CCtT NSST avgt
CNN 0.3112 0.4832 3.7695 0.4550 0.6376 4.8660 1.7538
Trans. 0.3117 0.4805 3.7377 0.4513 0.6327 4.7451 1.7265

CNN + Trans. 0.3307 0.5020 4.1316 0.4666 0.6447 5.0273 1.8505

CNN-Transformer Encoder. We analyze the performance
of different encoder types, and the results are summarized in
Tab. 4. In the table, three encoder types are compared, and
we can observe that the encoder combining both CNN and
Transformer generates impressive results, achieving 5.15%
and 7.18% average performance improvement compared
with the only CNN-based and Transformer-based encoders
respectively. The reason is CNN presents the advantage of
extracting local features using small size convolution win-
dows but lacks the ability to globally encode long-range de-
pendencies. As a complement, Transformer is powerful at
modeling global long-range contexts.

Discussion. There exist several typical scenarios that are
challenging for existing methods. However, they are com-
mon but very important for real driving, thus should be de-
voted to more research focuses in the future. 1) Salient ob-
ject is not consistent with the real driver attention. 2) A
scene does not have any salient traffic participant in current
time. For example, in an intersection with no car or pedes-
trian, existing visual saliency prediction methods can hardly
predict driver attention. 3) Many participants share the sim-
ilar probability to be predicted as driver attention. It is a
common case that several traffic participants in an image
have similar saliency.

5. Conclusion

This paper handles the problem of driver attention pre-
diction. Different from the existing mainstream meth-
ods, the proposed model presents several novelties. First,
FBLNet is proposed to enable the model to simulate the
human-like driving experience accumulation. Second, the
CNN-Transformer encoder is designed to simultaneously
extract local and global features from the input image.
Third, a Transformer based fusion mechanism is proposed
to fuse the CNN feature and the Transformer feature under
the guidance of the incremental knowledge. Some conclu-
sions are drawn through extensive experiments. We list the
conclusions here and hope they could benefit the related
studies in the community. 1) CNN-Transformer encoder
is better than the individual CNN or Transformer encoder.
2) Our proposed feedback loop mechanism is effective, be-
cause it provides the incremental knowledge containing the
accumulated long-range temporal information like human
driving experience.
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