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Abstract

Data mixing strategies (e.g., CutMix) have shown the
ability to greatly improve the performance of convolutional
neural networks (CNNs). They mix two images as inputs for
training and assign them with a mixed label with the same
ratio. While they are shown effective for vision transform-
ers (ViTs), we identify a token fluctuation phenomenon that
has suppressed the potential of data mixing strategies. We
empirically observe that the contributions of input tokens
fluctuate as forward propagating, which might induce a dif-
ferent mixing ratio in the output tokens. The training target
computed by the original data mixing strategy can thus be
inaccurate, resulting in less effective training. To address
this, we propose a token-label alignment (TL-Align) method
to trace the correspondence between transformed tokens
and the original tokens to maintain a label for each to-
ken. We reuse the computed attention at each layer for effi-
cient token-label alignment, introducing only negligible ad-
ditional training costs. Extensive experiments demonstrate
that our method improves the performance of ViTs on image
classification, semantic segmentation, objective detection,
and transfer learning tasks. Code is available at: https :
//github.com/Euphorial6/TL—-Align.

1. Introduction

The recent developments of vision transformers (ViTs)
have revolutionized the computer vision field and set new
state-of-the-arts in various tasks, such as image classifica-
tion [16, 43, 31, 10], object detection [5, 56, 12, 13], and
semantic segmentation [28, 39, 54, 9]. The successful struc-
ture of alternative spatial mixing and channel mixing in
ViTs also motivates the arising of high-performance MLP-
like deep architectures [40, 41, 42] and promotes the evo-
lution of better CNNs [15, 32, 17]. In addition to architec-

*Equal contribution.
Corresponding author.

ture designs, an improved training strategy can also greatly
boost the performance of a trained deep model [23, 44, 8, 7].

The training of modern deep architecture almost all
adopts data mixing strategies for data augmentation [48, 45,

, 47,52, 53], which have been proven to consistently im-
prove the generalization performance. They randomly mix
two images and their labels with the same mixing ratio to
produce mixed data. As the most commonly used data mix-
ing strategy, CutMix [52] performs a copy-and-paste oper-
ation on the spatial domain to produce spatially mixed im-
ages. While data mixing strategies have been widely studied
for CNNs [48, 45, 24], few works have explored their com-
patibilities with ViTs [7]. We find that self-attention in ViTs
causes a fluctuation of the original spatial structure. Unlike
the translation equivalence that ensures a global label con-
sistency for CNNs, self-attention in ViTs undermines this
global consistency and causes a misalignment between the
token and label. This misalignment induces a different mix-
ing ratio in the output tokens. The training targets computed
by the original data mixing strategies can then be inaccu-
rate, resulting in less effective training.

To address this, we propose a token-label alignment (TL-
Align) method for ViTs to obtain a more accurate target for
training. We present an overview of our method in Figure 1.
We first assign a label to each input token in the mixed im-
age according to the source of the token. We then trace
the correspondence between the input tokens and the trans-
formed tokens and align the labels accordingly. We assume
that only the spatial self-attention and residual connection
operation alter the presence of input tokens since channel
MLP and layer normalization process each token indepen-
dently. We reuse the computed attentions to linearly mix the
labels of input tokens to obtain those of transformed tokens.
The token-label alignment is performed iteratively to obtain
a label for each output token. For class-token-based classi-
fication (e.g., ViT [16] and DeiT [43]), we directly use the
aligned label for the output class token as the training target.
For global-pooling-based classification (e.g., Swin [31]),
we similarly average the labels of output tokens as the train-
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Figure 1. An overview of the proposed TL-Align. (a) CutMix-like methods [52] are widely used in model training, which spatially mix the
tokens and their labels in the input space. (b) They are originally designed for CNNs and assume the processed tokens are spatially aligned
with the input tokens. We show that it does not hold true for ViTs due to the global receptive field and adaptive weights. (c) Compared with
existing methods, our method can effectively and efficiently align the tokens and labels without requiring a pretrained teacher network.

ing target. The proposed TL-Align is only used for train-
ing to improve performance and introduces no additional
workload for inference. We apply the proposed TL-Align
to various ViT variants with CutMix including plain ViTs
(DeiT [43]) and hierarchical ViTs (Swin [31]). We observe
a consistent performance boost across different models on
ImageNet-1K [14]. Specifically, our TL-Align improves
DeiT-S by 0.8% using the same training recipe. We evalu-
ate the ImageNet-pretrained models on various downstream
tasks including semantic segmentation, objection detection,
and transfer learning. Experimental results also verify the
robustness and generalization ability of our method.

2. Related Work

Vision Transformer. Transformers have been widely
used in natural language processing and achieved great suc-
cess on many language tasks. Recently, Vision Transform-
ers (ViTs) have aroused extensive interest in computer vi-
sion due to their competitive performance compared with
CNNs [16, 43, 31, 10]. Dosovitskiy et al. [16] firstly intro-
duced transformers into the image classification task. They
split the input image into non-overlapped patches and then
feed them into the transformer encoders. Liu et al. [31]
proposed a shifted windowing scheme to produce hier-
archical feature maps suitable for dense prediction tasks.
The great potential of vision transformer has motivated its
adaptation to many challenging tasks including object de-
tection [12, 56, 5], segmentation [9, 39], image enhance-
ment [6, 27] and video understanding [33, 1].

Recently, some efforts have been devoted to producing
better training targets to improve the performance of vision
transformers [23, 44]. For example, DeiT [43] introduces
a knowledge distillation procedure to reduce the training
cost of ViTs and achieves a better accuracy/speed trade-off.
TokenLabeling [23] employs a pretrained teacher annota-
tor to predict a label for each token for dense knowledge
distillation. Differently, we do not require a pretrained net-
work to obtain the training targets. Our TL-Align maintains
an aligned label for each token layer by layer and can be
trained efficiently in an end-to-end manner.

Data Mixing Strategy. As an important type of data
augmentation, data mixing strategies have demonstrated a
consistent improvement in the generalization performance
of CNNs. Zhang et al. [53] first proposed to combine a
training pair to create augmented samples for model regu-
larization. They perform linear interpolations on both the
input images and associated targets. Following MixUp,
CutMix [52] also utilizes the mixture of two input images
but adopts a region copy-and-paste operation. Later meth-
ods including Puzzle Mix [24], SaliencyMix [45] and At-
tentive CutMix [48] leverage the salient regions for infor-
mative mixture generation. AlignMixUp [46] aligns two
images geometrically in the feature space to improve the
mixing representations. Recently, Yang et al. [51] proposed
a RecursiveMix strategy which employs the historical input-
prediction-label triplets for scale-invariant feature learning.
Despite the better performance, a drawback of these meth-
ods is the heavily increased training cost due to the saliency
extraction or historical information exploitation.
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Most existing data mixing methods are originally de-
signed for CNNs, and their effectiveness on ViTs has not
been well explored. TransMix [7] uses the class attention
map at the last layer to re-weight the mixing targets and
assumes the output tokens to keep spatial correspondence
with the input tokens. However, we identify a token fluc-
tuation phenomenon for ViTs which may cause a mismatch
between tokens and labels, leading to inaccurate label as-
signments in both the original CutMix and TransMix. To
address this, we propose to align the label and token space
by tracing their correspondence in a layerwise manner.

3. Proposed Approach
3.1. Preliminaries

The convolution neural network (CNN) has been the
dominant architecture for computer vision in the deep learn-
ing era, greatly improving the performance of many tasks.
Its monopoly has been challenged by the recent emergence
of vision transformers (ViTs), which first “patchify” each
image into tokens and process them with alternating self-
attention (SA) and multi-layer perceptron (MLP).

In addition to architecture design, training strategy also
has a large effect on the model performance, especially the
data augmentation strategy. Data mixing [48, 45, 24, 47,52,

] is an important set of data augmentation for the training
of both CNNs and ViTs, as it significantly improves the gen-
eralization ability of models. As the most commonly used
data mixing strategy, CutMix [52] aims to create virtual
training samples from the given training samples (X, y),
where X € RT*WXC denotes the input image and y is
the corresponding label. CutMix randomly selects a local
region from one input X; and uses it to replace the pixels in
the same region of another input X to generate a new sam-
ple X. Similarly, the label ¢ of X is also the combination of
the original labels y; and ys:

X=MoX;+(1-M)oX,

_ )]
=y + (1= Ny

where M € {0,1}*W is a binary mask indicating the
image each pixel belongs to, 1 is an all-one matrix, and ® is
the element-wise multiplication. A reflects the mixing ratio
of two labels and is the proportion of pixels cropped from
X in the mixed image X. For a cropped region [r, r, +
Tw] X [y, 7y 7] from X, we compute A = 7% to obtain
the initial mixed target .

3.2. The Token Fluctuation Phenomenon

CutMix is originally designed for CNNs and assumes
the feature extraction process does not alter the mixing ra-
tio. However, we discover that different from CNNs, self-
attention in ViTs can lead to the fluctuation of some tokens.

The fluctuation further results in the mismatch between the
token space and label space, which hinders the effective
training of the network.

Formally, we use z; to denote a token of the image Z,
i.e., z; is the transposed i-th column vector of Z. We can
then compute the ¢-th transformed token z; after the spatial
operation as z; = ZN w; .z;, where w; . is the 4, j-th

P P Lt Wity WISTE Wi "
element of the computed spatial mixing matrix w*(z).

With the assumption of the linear information integra-

tion, we define the contribution of an original token z; to a

|wi ;1
= —=x—L—, where | - | de-
E{c\/:l ‘“’k,jw | |

notes the absolute value. We can then compute the presence
of a token z; in all the mixed image tokens as:

mixed token z; as ¢(z;,2;)

N

N 5
p(zi) =Y clzi2) =Y _wigl )

N
j=1 j=1 D k=1 |w,5”|

For non-strided depth-wise convolution, each token is
multiplied by each element in the convolutional kernel due
to the translation invariance. We can thus obtain:

N N M
dolwil =) lwisl= Y [Keal, Vij€Puyp,
=1 j=1 k=1,1=1

3)

where Py denotes the set of positions that are not at the
edge of the image, K}, ; denotes the value of the &, [-th po-
sition of the convolution kernel K and M is the kernel size.
We can infer that p(z;) = 1, Vi € Pyg, i.e., the effect of
all the internal tokens does not change during the convolu-
tion process. However, for self-attention in ViTs, (3) does
not hold due to the non-existence of translation invariance.
The fluctuation of p(z) is further amplified by the input de-
pendency of the spatial mixing matrix w*(z) induced by
self-attention. As an extreme case, we may obtain p(z) ~ 0
for certain tokens. The fluctuation of tokens will alter the
proportion of mixing (i.e., A) and the network might even
completely ignore one of the mixed images. The actual la-
bel of the processed tokens can then deviate from the mixed
label computed by (1), resulting in less effective training.

3.3. Token-Label Alignment

Each token in ViTs interacts with other tokens using
the self-attention mechanism. The input-dependent weights
empower ViTs with more flexibility but also result in a mis-
match between the processed token and the initial token.
To address this, we propose a token-label alignment (TL-
Align) method to trace the correspondence between the in-
put and transformed tokens to obtain the aligned labels for
the resulting representations, as illustrated in Figure 2.

Specifically, ViTs first split the mixed input X after
CutMix (1) to a sequence of N non-overlapped patches
and then flatten them to obtain the original image tokens
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Figure 2. Illustration of the proposed TL-Align. We trace the correspondence between the input tokens and the transformed tokens and
align the labels accordingly. We reuse the computed attentions to linearly mix the labels of input tokens to obtain those of transformed
tokens. The token-label alignment is performed iteratively to obtain a label for each output token.

{X1,%2, -+ ,Xn}. We then project them into a proper di-
mension and add positional embeddings:

Z° = [Zes; %1 - Es%o - E;- o 5 Xn - E|+ Epps, (4

where Zys € R'*? denotes the class token, N is the
number of tokens, E represents the patch projector, and
E,,s € RWHUxd ig the position embeddings. Note that
we adopt the process of the original transformer architec-
ture [16] as an example without loss of generality. Other
models may omit the class token and use a relative posi-
tional embedding instead, which does not affect the utility
of the proposed TL-Align method.

We first assign each token z; € R'*? with a label em-
bedding y; € R'*¢":

Y = [y 959y il (5)

where the sum of elements in each y; equals 1 (i.e.,
Zle yi,; = 1) and y; ; indicates how much the i-th token
belong to the j-th class. We initialize the label embedding
following the conventional data mixing paradigm. For ex-
ample, when using CutMix to mix two images X; and X
from the j-th class and the k-th class with a mixing ratio of
A, we set §ois,; = A and e = 1 — A for the class token.
For each patch token, we set g; ; = 1 if it comes from X,
and y; ,, = 1 if it comes from Xy. If a patch token contains
both the mixed images, we use the mixing ratio within this
patch as the label. For MixUp, we can simply set all label
embeddings {y;} withg; = Aand g, =1 — A\

We perform TL-Align in a layer-wise manner and com-
pute the aligned labels based on the operation on the tokens.
Formally, ViTs use self-attention to perform spatial mixing

of the input tokens Z:
Q=7Z Wq,K=7 Wk,V=7Z - Wy,
A(Q, K) = Softmax(Q - K” /Vd), (6)

Z =SA(Z)=AQ,K)-V.
To align the labels, we update the label embeddings Y
using the same attention matrix A(Q, K):

Y = AQK)-Y. ()

ViTs usually adopt multi-head self-attention (MSA) to per-
form multiple self-attentions parallelly:
Z = MSA(Z) = [SA1(Z); SA2(Z); - - ;SAu(Z)] - Wy,
(®)
where H is the number of heads and w;, € R We
then adapt our label alignment to MSA by simply taking
the average of all the attention matrices for alignment:

H
Y = TL-Align-S(Z,Y) := %Z A(QK)-Y, 9
=1

where A; is the attention matrix corresponding to the i-th
head SA,;.

Each transformer block [ processes the tokens by both
spatial and channel mixing:

Z'7' =MSA(LN(Z'™Y)), Z'"t =27 1 2
Z! = MLP(LN(Z" 1)), Z! =Z' + 2",

where MLP and LN denote the MLP module and layer nor-
malization [2], respectively. Our TL-Align then aligns the
label embeddings in a similar manner:

Y = TL-Align-S(Y'™!), Y~ = Norm(Y'~ ! + Y!™1),
Y =YY" Y =Norm(Y!+ Y"1,

(10)

an
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where Norm denotes the normalization operation. We im-
plement Norm by a simple average.

Hierarchical vision transformers such as Swin [31] fur-
ther introduce a patch aggregation operation to merge mul-
tiple patches. They usually concatenate multiple tokens
across the channels to reduce the spatial resolution. In-
stead of concatenation, we simply add the label embed-
dings of the merged tokens followed by normalization as the
aligned labels. The proposed TL-Align can be generalized
to different architectures composed of spatial mixing, chan-
nel mixing, point-wise transformation, residual connection,
and spatial aggregation. We provide detailed illustrations of
alignment with these operations in the supplementary.

We synchronously align the labels with the processed to-
kens layer by layer and obtain the aligned tokens Z” and
labels Y. The final representation of the image z is either
the class token z%; [16, 43] or the average pooling of all the

spatial tokens - Ef\il zE [31]. The aligned label yaiign
for the image is then y;, or &+ 2V | y depending on the
specific model. We then adopt the aligned label y;;gn to
train the network and can adapt to different loss functions

and training schemes:
J = J(z, stop-gradient(y qign))- (12)

We do not back-propagate through the aligned label as they
only serve as a more accurate target.

Our TL-Align serves as a plug-and-play module on var-
ious vision transformers while only introducing negligible
training costs. We adjust the label of each token adaptively
during the layer-by-layer propagation and preserve align-
ment between tokens and labels throughout the forward pro-
cess. TL-Align is only used during training and introduces
no additional computation cost when inference.

4. Experiments

In this section, we conducted extensive experiments to
evaluate the proposed TL-Align method. We demonstrate
the improvement of TL-Align on various vision transform-
ers and compare it with state-of-the-art training strategies
concerning the accuracy, network complexity, and train-
ing speed. We also examine the transferability on down-
stream tasks including semantic segmentation, object de-
tection, and transfer learning. We further provide in-depth
analysis to evaluate the effectiveness of TL-Align.

4.1. ImageNet Classification

Implementation Details. We first evaluate TL-Align on
ImageNet [38] for image classification. We implement our
method based on PyTorch [35] and the timm library [50].
We conduct experiments on various transformer architec-
tures: three variants of DeiT [43] (DeiT-T, DeiT-S, and
DeiT-B), two variants of PVT [49] (PVT-T, PVT-S) and

Table 1. Results on ImageNet classification task. We compare
the parameters, FLOPs, and accuracy of different vision trans-
former backbones without and with our TL-Align.

Model Image Size Params FLOPs Top-1(%) Top-5(%)
DeiT-T 5 72.2 91.3
+TL-Align 224 >.T™M 1.6G 73.2 91.7
PVT-T 2 75.1 924
+TL-Align 224 13.2M 1.9G 75.5 93.0
DeiT-S 2 79.8 95.0
+TL-Align 224 2M 4.6G 80.6 95.0
PVT-S 2 79.8 95.0
+TL-Align 224 245M - 3.8G 80.4 95.5
Swin-T 2 81.2 95.5
+TL-Align 224 M 436 814 95.7
Swin-S 2 83.0 96.3
+TL-Align 224 SOM 8.8G 834 96.5
DeiT-B 2 81.8 95.5
+TL-Align 224 86M  17.5G 82.3 95.8
Swin-B 2 83.5 96.4
+TL-Align 224 88M 154G g37 965

Table 2. Comparison of our TL-Align with other training
strategies on ImageNet.

Method Params Trainig Time Acc.(%)
Vanilla 22M 1x 76.4
CutMix [52] 22M 1x 79.8
Puzzle-Mix [24] 22M 2.24 % 79.8
F-Mix [18] 22M 1.08 x 77.4
ResizeMix [36] 22M 1.03 % 78.6
SaliencyMix [45] 22M 1.26x 79.2
Attentive-CutMix [48] 46M 1.31x 71.5
TransMix [7] 22M 1.16 % 80.1
TokenMix [30] 22M 1.65x 80.3
CutMix + TL-Align 22M 1.24 % 80.6

Table 3. Results on semantic segmentation ADE20K.

Backbone Params FLOPs mloU mloU (MS) mAcc
diaim M9 Lo Gy s
A M %0 45 s S
Miaig SM N6 G0 Gy s
e

three variants of Swin Transformer [31] (Swin-T, Swin-S,
and Swin-B). For tiny and small models, we train from
scratch for 300 epochs following the same training recipe
using CutMix as DeiT [43], PVT [49] and Swin [31]. We
keep all the data augmentation policies and all hyperpa-
rameter settings unchanged for fair comparisons. The only
modification is that we replace the mixing targets in Cut-
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Table 4. Experimental results on object detection and instance segmentation on COCO.

Backbone | Params FLOPs Schedule | ~ AP™ AP AP APMK APRK APk
Swin-T 50.4 69.2 54.7 43.7 66.6 47.3
+TL-Align 86M 745G 3x 50.5 69.4 54.9 43.8 66.6 47.3
Swin-S 51.9 70.7 56.3 45.0 68.2 48.8
+TL-Align O™ 838G 3x 522 71.1 56.7 452 68.4 49.1
Swin-B 51.9 70.5 56.4 45.0 68.1 48.9
+TL-Align| 145M 982G 3x 52.3 71.2 56.9 45.3 68.7 49.1
Table 5. Results on different transfer learning datasets.
0.60
Model Params FLOPs C-10 C-100 Flowers Cars
0.58
ResNet50 26M 4.1G - - 96.2  90.0 e
ViT-B/16 86M 554G 98.1 87.1 89.5 - 0.56
VIT-L/16  307M 190.7G 97.9 864 897 - ° 054 \\////‘\_\\.
Deit-T 5.7M 1.6G 97.6 85.7 97.1  90.1 ngﬁwo .
+TL-Align 57M 1.6G 97.8 864 97.9  90.7 %3 ' —— original
Deit-S 22M 4.6G 979 90.2 98.1 914 0.50 —— Similarity
+TL-Align  22M  4.6G 988 904 983 918 0.48 A
Deit-B 86M 175G 99.1 90.8 984 92.1 ' TokenLabling
+TL-Align 86M  17.5G 99.1 90.5 98.6 93.0 0.46
) . 6 1 2 3 4 5 6 7 8 9 10 11
85.0 (s+“0"2°/?) Z_"é";n/?) 014 . ) o .Léyer Inde.x .
Swin-T e it Y Y Figure 4. Visualization of mixing ratio \ of fluctuating tokens
82.5 s _o===z=7F ! —aDeiT ) . :
(+0.2%) -====~ 3%1&/5.)______:_—:::——*("0'“’ 012 from different layers. We compare the results of TL-Align with
80.0 //x,' ——————— CutMix, token similarity, TransMix, and TokenLabeling.
g e 010 Comparison with Other Training Strategies. We also
8715 /’/ -~ Acc. of Baseline . L.
: o e Acc.of TL-Align 008 compare our method with the state-of-the-art training strate-
2750 Deil-T /’:/” RMSE of DeiT = gies for data mixing on DeiT-S, as shown in Table 2. Specif-
3 (”-.9?“,/’ RMSE of Swin 10.06 ically, we train the DeiT-S model while only disabling Cut-
m128 ’ 0.04 Mix as the baseline method, which is denoted as Vanilla.
70.0 Moreover, since TransMix [7] and TokenMix [30] report the
0.02 EMA accuracy with different hyperparameters, we repro-
67.5 . .. . .
- duce it under the same training recipe [43] for a fair com-
Tiny Small Base 0.00

Model Size
Figure 3. The Root Mean Square Error (RMSE) between orig-
inal CutMix targets and labels obtained by T-L Align.
MiX with the labels obtained by our TL-Align. For base
models (i.e., Deit-B and Swin-B), we finetune the official
pre-trained models for 40 epochs with a constant learning
rate of le-5 and a weight decay of le-8.

Performance on Different Architectures. As shown
in Table 1, TL-Align steadily improves the performance
of different vision transformer architectures. Specifically,
TL-Align boosts the top-1 accuracy of DeiT-T, DeiT-S,
and DeiT-B by 1.0%, 0.8%, and 0.5%, respectively, in a
parameter-free manner. Moreover, our method is gener-
alizable and can be directly applied to hierarchical vision
transformers like Swin. It is worth noting that most exist-
ing methods need either architecture modifications (adding
a class token in [7]) or extra computations (saliency map
extraction in [45]) when applied to Swin. In contrast, our
TL-Align method can be used as a plug-and-play module
and achieves consistent improvement on variants of Swin.

parison. We see that TL-Align shows better performance
than the other mixup variants while maintaining the num-
ber of parameters and training speed. Puzzle-Mix obtains
the same classification accuracy as CutMix but results in a
much lower training speed as it relies on an extra model
to get the optimal solution. SaliencyMix and Attentive-
CutMix lead to performance degeneration when built upon
DeiT-S backbone. Notably, our method also achieves higher
top-1 accuracy than ViT-targeted TransMix and TokenMix.
While the teacher annotator in TokenMix introduces heavy
training costs, TL-Align obtains accurate token-label align-
ment in an efficient manner. Moreover, TransMix has limi-
tations in handling token fluctuation and cannot be applied
to ViTs without a class token, such as Swin.

4.2. Downstream Tasks

Semantic Segmentation. We evaluate our TL-Align on
ADE20K dataset [55] for semantic segmentation. We adopt
DeiT-S and three variants of Swin Transformer as back-
bones equipped with UpperNet for segmentation. As pre-
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Table 6. Comparison results of model generalization ability and robustness. We evaluate them on various out-of-distribution/corrupted
datasets and against adversarial attacks. 1 denotes higher is better, and | denotes lower is better.

Model Params  FLOPs ImageNet Generalization Robustness
Top-11  Top-51 IN-V21 IN-At IN-C] IN-RtT  AutoAttack?
DeiT-T 5. M 1.6G 72.2 91.3 60.4 7.7 69.1 34.1 3.9
+TL-Align 5.7M 1.6G 73.2 91.7 61.4 6.1 68.0 34.6 44
DeiT-S 22M 4.6G 79.8 95.0 68.5 18.9 54.7 425 6.9
+TL-Align 22M 4.6G 80.6 95.0 68.9 19.2 53.2 43.2 7.5
DeiT-B 36M 17.5G 81.8 95.5 70.5 27.9 48.5 453 -
+TL-Align 86M 17.5G 82.3 95.8 70.9 29.0 47.1 444 -
Table 7. Ablation of using different data mixing strategies. Table 8. Ablation of different TL-Align operations.
MixUp CutMix Random Block-wise | Top-1 (%) TFTL'f:;gI; Alignment | Top-1 Acc.(%) A (%)
op-~ (7o None (DeiT-S baseline) 79.8 -
X X X X 76.4 - TL-Align-S (Layer 12) 80.1 +0.3
X v X X 79.8 80.6 TL-Align-S (Layer 2,4,6,8) 80.2 +0.4
v v X X 79.8 80.2 Normalization Disabled 80.3 +0.5
X X v X 79.7 80.2 Default (TL-Align) 80.6 +0.8
X X X v 80.0 80.3

sented in Table 3, TL-Align improves the segmentation per-
formance on both DeiT and Swin at different model scales.

Object Detection and Instance Segmentation. We also
examine the performance of TL-Align on object detection
and instance segmentation on the COCO 2017 dataset [29].
We apply our TL-Align to Swin [3 1] due to the advantage
of the hierarchical representations on object detection tasks.
We adopt the Cascade Mask-RCNN [4] framework and use
the training strategy of 3x schedule. As shown in Table 4,
we observe consistent improvements on all variants of Swin
Transformer. This demonstrates the advantages to learn
token-level meaningful features suitable for dense predic-
tion tasks.

Transfer Learning. We further evaluate the transferred
classification performance of TL-Align on CIFAR-10 [26],
CIFAR-100 [26], Flowers [34] and Cars [25]. We use pre-
trained models on ImageNet and finetune them on these
datasets following existing works [43]. We compare the
performance with and without TL-Align on three variants
of DeiT [43], as shown in Table 5. TL-Align obtains signif-
icant performance gains for all variants on the four datasets.

4.3. Performance Analysis and Visualization

Effectiveness of Token-Label Alignment. We first
quantize the difference between the original targets and
aligned labels and investigate its correlation with the model.
Specifically, we compute the Root Mean Square Error
(RMSE) between the original targets and labels obtained
by our TL-Align. As shown in Figure 3, the RMSE de-
creases when enlarging the model size. This indicates that
larger models demonstrates less token fluctuation since the
self-correction ability is also enhanced as the model capac-
ity scales up. Moreover, the RMSE for Swin Transformer

tends to be lower compared with DeiT of similar model size.
This is due to the local-window self-attention in Swin which
preserves more local information. These observations are
consistent with our experimental results: the improvements
on small models and DeiT-like backbones tend to be more
significant as they encounter more token fluctuation.

Visualization of the Layer-wise Mixing Ratio of Fluc-
tuated Tokens. To investigate the effectiveness of TL-
Align, we compute a similarity-based “ground-truth” mix-
ing ratio for each layer. Specifically, we compute the simi-
larities of tokens between the mixed and unmixed images
and use them as the label of each token. We compare
them with the mixing ratios produced by TL-Align, Cut-
Mix [52], TransMix [7], and TokenLabeling [23]. As shown
in Figure 4, the similarity-based mixing ratio changes at
each layer, resulting from token fluctuation. However, Cut-
Mix, TransMix, and TokenLabeling assume the output to-
kens keep spatial correspondence with the input tokens and
compute a fixed mixing ratio. TL-Align assigns dynamic
labels to tokens using layer-wise alignment, which is more
accurate compared with other methods.

Evaluation of Robustness and Generalization. We
further conduct experiments to validate the generalization
and robustness of TL-Align, as shown in Table 6. We em-
ploy four corrupted and out-of-distribution datasets for ro-
bustness evaluation, including ImageNet-A [22], ImageNet-
C [21], and ImageNet-R [20]. We also adopt AutoAt-
tack [11] to evaluate the adversarial robustness on the Im-
ageNet validation set. Due to memory limitation, we do
not experiment with DeiT-B on AutoAttack. We use mean
Corruption Error (mCE) for ImageNet-C and Top-1 Accu-
racy for others as the evaluation metric. For generalization
evaluation, we adopt the ImageNet-V2 dataset [37]. We
see that TL-Align improves both robustness and general-
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Figure 5. The visualization of results on DeiT-S and Swin-S. We visualize the input images, the mixed image, the original label

embedding, and the label embedding after token-label alignment.

ization, showing the superiority of adopting TL-Align for
pre-training.

Ablation Study on different Data Mixing Strategies.
Due to the efficiency of the proposed layer-wise alignment,
TL-Align can be directly applied to a wide range of data
mixing strategies. We adopt MixUp, CutMix, a random
mixing strategy and a block-wise mixing strategy to eval-
uate the generalizability of TL-Align. The random mixing
and block-wise mixing strategies are inspired by MAE [19]
and BEIT [3] and we replace the masking operation with
image mixing on patch-level and block-level (both of size
16x16) respectively. The comparison results of training
DeiT-S with and without our approach is demonstrated
in Table 7. Specifically, TL-Align improves CutMix by
0.8%, MixUp+CutMix by 0.4%, random mixing by 0.5%
and block-wise mixing by 0.3% respectively, further verify-
ing the generalizability of the proposed TL-Align.

Ablation Study on Different Label Alignment Oper-
ations. Our TL-Align aligns the labels with tokens trans-
formed by spatial self-attention and residual connection
layer-by-layer. To investigate the effect of reusing atten-
tion maps and normalization, we conduct an ablation study
regarding different alignment operations on DeiT-S. We try
aligning the labels only by using the attention map of Layer
12, which is equivalent to TransMix [7]. We also test the
performance of applying alignment to several middle trans-
former layers and disabling normalization. As presented in
Table 8, incomplete alignment at a part of layers marginally
boosts the performance as it cannot well handle the token
fluctuation issue. Disabling normalization leads to 0.3% ac-
curacy drop due to the inaccurate alignment at the presence
of residual connections. This demonstrates the significance
of the token-label alignment by attention utilization and nor-
malization in a layer-wise manner.

Visualizations of Aligned Labels. We visualize the la-
bels obtained by TL-Align on DeiT-S [43] and Swin-S [31]

as shown in Figure 5. Specifically, the aligned label embed-
ding is obtained after the final transformer block for both
DeiT-S and Swin-S. The value of the label embedding rep-
resents the probability of the belonged class of the corre-
sponding token. We use red to denote larger probabilities
towards the first image and blue for the second image. We
observe that the aligned labels can deviate from the origi-
nal labels and result in different mixing ratios for training.
Therefore, using the original ratio as the training target may
produce false training signals and lead to inferior perfor-
mance. We see that TL-Align can correct the labels when
the images are mixed with uninformative tokens. More vi-
sualization results are included in the supplementary.

5. Conclusion

In this paper, we have presented a token-label alignment
method for training better vision transformers. As impor-
tant subsets of data augmentation methods, data mixing
strategies can generally improve the performance of both
CNNSs and ViTs. We identify a token fading issue for ViTs
and address it by tracing the correspondence between trans-
formed tokens and the original tokens to obtain a label for
each output token to obtain more accurate training signals.
Experimental results have demonstrated that our TL-Align
can consistently improve the performance of various ViT
models. The generalization performance of TL-Align to
other architectures such as MLP-like models remains un-
known and is a promising future direction to explore.
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