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Implicit Space Transformation – Supplementary

Outline
This is the supplementary material, which is divided into

the following sections.

1. More implementation details are shown in Sec. 1

2. More experimental results are shown in Sec. 2

3. More visual comparisons are shown in Sec. 3

4. Limitation analysis and future work are in Sec. 4

1. More Implementation Details
1.1. Wild6D Dataset

Wild6D [3] contains 5,166 videos with 1722 object in-
stances and 5 categories (bottle, bowl, camera, laptop, and
mug). Among this data, 486 videos of 162 instances are
split into the test set for model evaluation.

1.2. Training and Inference Details.

We train our IST-Net from scratch in an end-to-end man-
ner for 30 epochs with a batch size of 24. We further em-
ploy the Adam optimizer with a base learning rate of 0.01.
We adopt the StepLR scheduler with step size 1 and gamma
as 5. Our experiments are conducted on two RTX3090Ti
GPUs.

1.3. Network Configurations

As mentioned in the main paper, we provide the de-
tailed architecture of the pose estimators, as shown in Fig. 1.
IST-Net contains three pose estimators in camera-space en-
hancer, world-space enhancer, and final pose regression
which follow similar architectures. The pose estimators in
world-space enhancer and final pose regression share the
same architecture and adopt a standard design, namely stan-
dard pose estimator. While the pose estimator in camera-
space enhancer adopts a lightweight design, namely lite
pose estimator. Specifically, in Fig. 1, the lite pose estimator
only takes camera space information as input, including se-
mantic features FPo

, geometrical features FIo and position
encoding term which is generated by MLP upon Po. For
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Figure 1. Architecture of pose estimators. The solid lines represent
the same parts of all estimators, and the dashed line represents the
part that is not adopted by the lite pose estimator.

the standard pose estimator, its inputs contain extra infor-
mation from world-space, including world-space geometri-
cal features FQ̂o

and world-space position encoding term.
Then the inputs are concatenated together and sent into an
MLP to yield the fused features followed by a global av-
erage pooling layer. We further concatenate the global and
local features and use a combination of MLP and a pooling
layer to acquire the compressed features. Finally, three in-
dependent MLPs are used to predict R, t, and s respectively.

2. More Experimental Results
2.1. Results on CAMERA25 Dataset

We further report the results of our method on the CAM-
ERA25 dataset, as shown in Tab. 1. Our method is com-
petitive with other methods, specifically, on metric 3D75,
IST-Net outperforms the previous state-of-the-art method
by 2%. This indicates that our method has a strong ability
to comprehensively estimate rotation, translation, and size.

2.2. Ablate on Shape Priors with Different Methods

In this part, we provide more experimental results to sup-
port the assumption “shape priors are not necessary” which
is detailed in the main paper. We choose two competi-
tive candidates from matching-based and regression-based
methods, DPDN [4] and SGPA [1], using prior deforma-
tion. We list the experimental results in Tab. 2. We can find
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Figure 2. More visualization on REAL275 dataset.

Method Prior 3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm
NOCS [7] ✗ 83.9 69.5 32.3 40.9 48.2 64.6
DualPoseNet [5] ✗ 92.4 86.4 64.7 70.7 77.2 84.7
GPV-Pose [2] ✗ 93.4 88.3 72.1 79.1 - 89.0
SPD [6] ✓ 93.2 83.1 54.3 59.0 73.3 81.5
CR-Net [8] ✓ 93.8 88.0 72.0 76.4 81.0 87.7
SGPA [1] ✓ 93.2 88.1 70.7 74.5 82.7 88.4
RBP-Pose [9] ✓ 93.1 89.0 73.5 79.6 82.1 89.5
IST-Net (Ours) ✗ 93.7 90.8 71.3 79.9 79.4 89.9

Table 1. Comparison with state-of-art methods on CAMERA25
dataset. We summarize the pose estimation results reported in the
original papers. Prior refers to whether the method builds upon
shape priors. ‘-’ denotes no results reported under this metric.

that regardless of whether the approach is a matching-based
or a direct regression-based method when we use category-
independent prior and noise to replace the default shape
prior, the final performance does not have a significant dif-

ference. This phenomenon further reflects that shape prior
is redundant for the prior deformation process, supporting
our major claims in the main paper.

3. More Visualization
As shown in Fig. 2, we show more visualization of IST-

Net on the REAL275 test split. As highlighted with the
red box, ours can accurately predict the object pose, which
visually demonstrates the superiority of our method.

4. Limitation Analysis and Future Work
Our method yields strong performance in NOCS and

Wild6D datasets, but it might be sufficient for in-the-wild
open-world evaluation, because, existing datasets contain
limited object categories and the object structure is rela-
tively simple.



Method Prior 3D25 3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm 10◦10cm

SGPA [1]

default - 80.1 61.9 35.9 39.6 61.3 70.7 -
bottle 83.9 81.0 65.5 37.0 42.1 58.6 69.9 -
bowl 84.0 81.2 64.3 36.2 40.7 60.5 70.9 -
camera 83.8 79.9 62.6 35.4 39.7 59.5 69.9 -
can 84.1 80.8 65.1 36.5 41.5 59.3 70.4 -
laptop 83.7 79.2 63.5 38.7 42.7 61.0 71.6 -
mug 83.8 80.1 64.1 35.0 40.1 59.7 68.2 -
noise 83.8 79.9 60.3 35.2 39.6 59.5 69.7 -

DPDNs [4]

default 84.2 83.4 76.0 46.0 50.7 70.4 78.4 80.4
bottle 84.0 83.3 74.6 46.2 50.4 67.5 77.2 79.2
bowl 83.8 83.2 75.9 46.1 51.3 68.0 78.1 80.1
camera 84.0 82.3 73.5 45.5 53.1 66.9 77.9 80.1
can 84.2 83.9 76.3 44.6 50.7 68.2 77.0 79.3
laptop 83.4 81.4 73.2 44.2 49.2 67.9 77.2 79.9
mug 84.1 84.0 76.6 45.9 50.3 68.9 77.4 79.7
noise 84.2 83.8 76.1 45.7 51.0 69.5 77.7 79.8

Table 2. Ablate on shape priors with different Methods. ”default”
represents the standard result obtained from the original paper. ‘-’
denotes no results are reported in the original literature.

We will work on building a category-level dataset with
deiverse object types and shapes to further push forward the
area. We hope our current investigation can shed light on
more new insights in pose estimation.
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