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1. Algorithm Pipeline
Based on the GraphEcho that we have presented in

Section 3, the SGCM and TCC module can be formu-
lated as Algorithm 1 and Algorithm 2. Note that all the
superscript s and t of all variables represent both source
and target domains. For instance, xs,t indicate the input
from both source xs and target xt domains.

2. Visualization for sequences of echocardio-
gram videos

In this supplementary, we provide more visualization
results (see figure 1 and 2) for the sequences of echocar-
diogram videos.

3. Code available
Our codes are available in our supplementary mate-

rial. For the detail of the training and evaluation, please
see the ReadMe.md in our ID2623 code.zip attach-
ment.

4. The example of our dataset CardiacUDA
We provide some examples of our CardiacUDA

dataset, including a training example with annotation
and a testing example with annotation. Please see our
attachment id2623 dataset example.zip.
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Algorithm 1: Spatial-wise Cross-domain Graph Matching Module (SGCM)
Output:
LSCGM : The overall loss of the SGCM;
Lcls : The classification loss of the SGCM;
Lmat : The graph matching loss of the SGCM;
Lseg : Supervised segmentation loss;
Lbce : Binary cross-entropy loss;
Ldice : Dice loss [2].

Input:
xs,t : Input video frames from source and target domains;
ys : The ground truth annotation of the source domain;
m : The number of the sampling feature;
C : The total classes number of segmentation region;
α, β : The classification loss weight for source and target domains;
Encoder(·) : The Parameter shared feature extractor;
Decoder(·) : The Parameter shared decoder for generating the segmentation result;
I(·) : Indicator function.

1: fs,t← Encoder(xs,t)
2: ŷs,t ← Decoder(fs,t)
3: Lseg ← Lbce(ŷ

s,ys) + Ldice(ŷ
s,ys)

(1).Node Sampling:
4: for i = 1 to in C do
5: {fs,ti } ← Get different chamber region {fs,ti } according to ys and ŷt.
6: vs,t← Uniformly sample m feature vectors from {fs,ti } as the node embedding vs,t.
7: end for

(2).Node Classification:
8: v̄s,t ← Attention(concat(vs,vt))
9: Lcls ← −αylog(h(v̄s))− βŷlog(h(v̄t))

(3).Graph Matching:
10: gs,t← Add the learned matrix as the edge connections es,t to vs,t and constructed semantic graph gs,t.
11: A← Obtain adjacency matrix A from gs and gt.
12: A⃗← Sinkhorn(A): Obtain transport cost matrix of graphs among chambers.
13: Minimize the transport distance of p-th row and q-th column element on A⃗.
Lmat ←

∑
p,q I(ys

p = ŷt
q) ·min(A⃗(p, q)) + I(ys

p ̸= ŷt
q) ·max(A⃗(p, q)).

Overall Loss:
14: LSCGM = Lcls + Lmat.



Algorithm 2: Temporal-wise Cycle Consistency Module (TCC)
Output:
Ls,t
tc : The temporal consistency loss for the source and target domains;
LTCC : The overall loss of temporal consistency.

Input:
Xs,t : Input video from source and target domains.
Ladv : The adversarial methods [1] to eliminate the domain gap with global feature alignment;
N : The number of frames in Xs,t;
ht : The hidden state, and the h0 is learned parameters with all zero in initial state;
wgcn,bgcn : The graph convolution weight and bias;
σ : The activation function;
FFN : Feed forward network;
Encoder(·) : The Parameter shared feature extractor;
RGCC(·) : Recursive graph convolutional cell.

(1).Temporal Graph Node Construction:
1: {fs,ti }Ni=1 ← Encoder(Xs,t), Where fi is the feature of the i-th frame.
2: {v̈s,t

i }Ni=1 ← Apply average pooling and node sampling (see algorithm 1.(1)) to feature map {fs,ti }Ni=1.

(2).Recursive Graph Convolutional Cell (RGCC):
3: for t = 0 to N do
4: {v̈s,t

t , ës,tt } ← Find K nearest neighbors on the hidden state ht for each node at v̈s,t
t .

5: hs,t
t+1 ← σwgcn(v̈

s,t
i , ës,ti ) + bgcn

6: end for
7: os,t ← FFN(hs,t

N )

(3).Temporal consistency loss (source domain as an example):
8: Ls

tc ← −
∑

{os
k,o

s
+}∈Ps log

exp(os
k·o

s
+)∑

os
−∈B exp(os

k·o
s
−)

where Ps is the set of positive pairs, os
k and os

+ are representations that randomly sampled from a video Xs as
positive pairs. For the negative samples, we maintain a memory bank B consisting of representations of clips
sampled from different videos.

Overall Loss:
9: LTCC = Ls,t

tc + Ladv
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Figure 1. We visualize a video sequence of parasternal left ventricle long axis view to show the segmentation results (GT denotes
the ground truth segmentation result). Red and cyan indicate refer to the segmentation regions for the right Atrium (RA) and left
atrium (LV), respectively. The {t1, ..., t6} denotes the frame order of a video sequence.
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Figure 2. We visualize a video sequence of an apical four-chamber heart view to show the segmentation results. Red, green, blue,
and cyan indicate refer to the segmentation regions for the right Atrium (RA), left ventricle (LV), right ventricle (RV), and left
atrium (LV), respectively. The {t1, ..., t6} denotes the frame order of a video sequence.


