ScanNet++: A High-Fidelity Dataset of 3D Indoor Scenes

Supplementary Material

A. Details of Data Collection

Our hardware setup is shown in Fig. 1. We aim to cap-
ture large spaces as a single scene, rather than splitting them
into separate rooms in order to provide more context as well
as increase the complexity for downstream tasks. Captures
from the three sensors are performed as close together in
time as possible to avoid inconsistencies in lighting between
the different modalities.

Figure 1: Our hardware setup consists of a Faro Focus Pre-
mium laser scanner, Sony Alpha 7 IV DSLR camera, and
iPhone 13 Pro with a LiDAR sensor.

A.l. Laser Scan

We use the 1/4 resolution and 2x quality setting for the
Faro scanner, which takes about 2 minutes for each scan.
We estimate the normals of the point cloud as the cross
product of neighboring scan points in the corresponding 2D
scan grid, and voxelize the points to a 1mm resolution.

Point clouds from different scans are first merged at a
Imm resolution. The resulting point cloud is chunked into
overlapping cubes of side 0.5m. Poisson reconstruction [5]
is applied on each chunk with a depth of 9 (grid size of 2%)
which gives a grid cell size of 0.5m /512 < lmm. The
chunk overlap is set to 150 grid cells. The resulting chunk
meshes are first trimmed to match the original point cloud,
and then clipped by 75 grid cells. The vertices of these
chunk meshes are finally joined with a 1mm threshold to

form a single mesh. Quadric edge collapse is then applied
[4] to the full resolution mesh, to obtain smaller meshes
with 12.5%, 5% and 1.5% of the original number of faces.

A.2. DSLR Images

Our DSLR capture settings are optimized for training
and evaluating of novel view synthesis methods. Specifi-
cally, we fix the white balance and exposure time to have
consistent lighting throughout the scene. We use a wide
field-of-view fisheye lens which provides larger overlap be-
tween images, and empirically improves both camera pose
registration and novel view synthesis. Exposure time is set
to 1/100s to avoid flickering effects from indoor lights and
minimize motion blur.

A.3. iPhone

In contrast to the DSLR capture, our iPhone recordings
are performed in the default automatic mode of the iPhone,
making novel view synthesis more challenging. We show
the setting comparison between DSLR and iPhone in Tab. 1.

We show the comparison of the point cloud generated
from the iPhone depth map and 3D geometry obtained from
the laser scanner in Fig. 2. The 3D geometry from the scan-
ner is much cleaner and preserves finer details.

Settings DSLR iPhone
Auto white balance X v
Auto focus X 4
Auto exposure X v
Field of view (deg) 180 71

Table 1: Comparison of capture settings between DSLR and
iPhone.

B. Benchmark

The ScanNet++ dataset will be made public, along with
an online benchmark for the following tasks.

B.1. Novel View Synthesis

Given a set of training images of a scene and unseen
camera poses, a method must synthesize the views at the
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(a) Mesh from laser scan (b) Point cloud from iPhone LiDAR

Figure 2: Comparison of 3D reconstructions from the laser
scan and low-resolution point cloud from the iPhone. Depth
images from iPhone LiDAR are noisy and low resolution.

unseen poses. The unseen poses are captured at chal-
lenging viewpoints independently of the training trajectory
(e.g., Fig. 3). Evaluation metrics include PSNR, LPIPS and
SSIM.

To benchmark methods trained on iPhone data, we eval-
uate against DSLR images as ground truth. This setting is
more challenging since the methods are expected to produce
high-quality outputs based on commodity-level input.
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(a) Top-down view

(b) Side view

Figure 3: The unseen poses (red) of our DSLR capture for
evaluation are challenging since they are very different from
the training trajectory (blue) in terms of translation and ori-
entation.

B.2. 3D Semantic Understanding

Given colored meshes of scenes and posed RGB images,
we evaluate predictions of 3D semantic segmentation meth-
ods on vertices against the ground-truth vertex labels; this is
similar to the semantic benchmark on ScanNet [1]. Evalua-
tion metrics include per-class intersection-over-union (IoU)
and mean IoU. Similarly, 3D instance segmentation meth-
ods are evaluated on ground truth instance masks as well
as semantic labels, and evaluation metrics include AP25,
AP50 and AP similar to the ScanNet benchmark.

Our benchmark will include more than 100 frequent ob-
ject classes for both tasks, and evaluation is performed
against the multilabeled ground truth — which is not possible
in any prior 3D semantic scene understanding benchmark.
Hence, we will allow submissions to provide more than one
prediction per vertex.

Following ScanNet [ 1], we maintain a hidden test set and
build an online public evaluation website. This website will
provide for entries to the latest state-of-the-art methods to

facilitate comparisons for new submissions. Importantly,
the test set for novel view synthesis tasks does not overlap
with the one for semantic understanding tasks, so that the
input meshes of the latter cannot be used to guide the for-
mer.

C. 3D Semantic Understanding

Semantic Annotation Semantic annotation is performed
using a web interface that allows the annotator to apply a
free-text label to every mesh segment. Annotation of one
scene takes about 1 hour on average, after which a verifica-
tion pass is done by another annotator to fix incorrect labels.
A set of guidelines with reference images is provided to
the annotators to perform consistent annotation over similar
classes, such as shelf, cabinet, cupboard, wardrobe, book-
shelf. Importantly, the guidelines describe common cases
for multilabel annotation such as “jacket on a chair”, “bed-
sheet on a bed” and so on. The distribution of the most
frequent multilabeled classes is shown in Fig. 4.

Qualitative Results Further qualitative results of seman-
tic and instance segmentation baselines are shown in Fig.
6.

D. Novel View Synthesis on iPhone Data

After training on iPhone data, we apply color correction
based on optimal transport between color distributions [2, 3]
on the output in order to compare with the DSLR ground
truth. The visual comparisons are shown in Fig. 5.
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Figure 4: Top 100 pairs of semantic classes that are multi-labeled together on a log scale.
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Figure 5: Comparison of different novel view synthesis methods on iPhone data using the DSLR ground truth. Compared to
DSLR results shown in the main paper, NVS on commodity iPhone data generates more artifacts and blurry results.
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Figure 6: Qualitative results of 3D semantic and instance segmentation methods on the validation set of ScanNet++, showing
diverse and cluttered scenes. All methods have notable room for improvement on small and ambiguous objects.



