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In this supplement, we first provide several examples of
text-guided 3D object generation methods, and then show
additional results to illustrate the effect of the proposed fine-
grained text-to-face alignment module. Finally, we intro-
duce the backbone of our method and evaluation metrics.

1. Results of CLIP-Mesh and DreamFusion

To illustrate that the existing methods of generating 3D
shapes from the text are difficult to obtain satisfactory re-
sults when directly applied to 3D face generation, we show
the results of text-guided 3D face generation by CLIP-Mesh
[1] and DreamFusion [3]. We adopt the official code of
CLIP-Mesh ', and an unofficial code of DreamFusion >
since the authors of DreamFusion have not shared the code.
As shown in Figure 1, the first three columns in the follow-
ing figure are the results of ClipMesh according to the top
row of input text, and the fourth column is of DreamFusion.
As we can see, these methods cannot generate reasonable
3D faces from the text.

“A man who is “A woman who “A person who  “A man who is
smiling and has has oval face 1is smiling and smiling and has
big nose.” and is attractive.” has wavy hair.”  big nose.”

Figure 1. Results of generating 3D face from text by ClipMesh
(the first three columns) and DreamFusion (the last columns).

Uhttps://github.com/NasirKhalid24/CLIP-Mesh
Zhttps://github.com/ashawkey/stable-dreamFusion

2. The Effect of Fine-grained Text-to-Face
Alignment

In the fine-grained text-to-face alignment module, simi-
larities between part-level image features and part-level text
features is calculated. To illustrate these similarities, we
normalize the similarity between each part-level image fea-
ture and all part-level text features and fill in the correspond-
ing part. Results presented in Figure 2 illustrate that when
a part-level image is semantically close to a textual descrip-
tion, there is a larger similarity between them, suggesting
that the feature of the given part will play an important role
in the aggregation of part-level image features.
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Figure 2. visualization of similarities between part-level image
features and part-level text features.



3. Backbone
3.1. Text-conditional Generator

The text-conditional generator consists of a mapping net-
work, a StyleGAN2 generator, a decoder, and neural vol-
ume rendering. The mapping network has 8 fully connected
layers, in which text embedding, random noise, and camera
parameters are concatenated as input. The StyleGAN2 gen-
erator outputs a feature map with a size of 256 x 256 x 96,
which is then reshaped into three plans, each of shape with
a size of 256 x 256 x 32. The decoder is a single fully
connected layer of 64 hidden units followed by the softplus
activation function. Neural volume rendering [2] adopted in
our text-conditional generator is the same as EG3D.

3.2. Text-conditional Discriminator

Following EG3D, we adopt a dual discriminator, which
receives high-resolution and low-resolution images at the
same time. To condition the discriminator on the input
text, we concatenate the output of the dual discriminator
of EG3D with the feature of input text and let it go through
two additional fully connected layers.

3.3. Fine-Grained Text-to-Face Alignment Module

The fine-grained text-to-face alignment module contains
a face parsing model [5], a CLIP text encoder [4], a fea-
ture extractor, a linear projection, and a classifier. The face
parsing model and the CLIP text encoder are off-the-shelf.
The feature extractor is composed of seven residual blocks
followed by a fully-connected layer, which outputs a 512-
dimension feature for each part of the face image. The lin-
ear projection is a single fully connected layer of 512 hidden
units to project the part-level text features before calculat-
ing the score map between the part-level image features and
the part-level text features. The classifier consists of three
fully connected layers, in which each layer except the last
one is followed by the LeakyReLU activation function, and
the last layer outputs 40 binary predictions about facial at-
tributes.

4. Evaluation Metrics

FID. On the Multi-modal CelebA-HQ and CelebAText-
HQ datasets, text-to-image generation methods and our
TG-3DFace are trained with the training data respectively.
Then, text-to-image generation methods generate face im-
ages and our TG-3DFace generates 3D faces from texts in
the test sets. These 3D faces are rendered into 2D face im-
ages with a mean camera pose from the training set. Fi-
nally, Frechet Inception Distance (FID) between generated
images and images in the test set is calculated respectively
on the two datasets by using the code .

3https://github.com/mseitzer/pytorch-fid

MVIC. Multi-view identity consistency (MVIC) for mod-
els trained on Multi-modal CelebA-HQ and CelebAText-
HQ are evaluated by measuring cosine similarity of embed-
ding extracted using the 2D face recognition model *. For
each method on each dataset, we generate 3D faces from
texts in the test set and render two views of each face from
poses randomly selected from the training dataset. We mea-
sure facial identity similarity for each pair and compute the
mean score.
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