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1. Details of Evaluation Metrics

We use the open source code1 of MDM [8] to compute
the motion-based metrics: FID, R-Precision, and Accuracy.
The physics-based metrics are implemented as follows. For
ground penetration (Penetrate), we compute the distance
between the ground and the lowest body mesh vertex be-
low the ground. For floating (Float), we compute the dis-
tance between the ground and the lowest body mesh vertex
above the ground. For both Penetrate and Float, we have
a tolerance of 5 mm to account for geometry approxima-
tion. For foot sliding (Skate), we find foot joints that contact
the ground in two adjacent frames and compute their aver-
age horizontal displacement within the frames. The over-
all physics error metric Phys-Err is the sum of Penetrate,
Float, and Skate.

2. Details of Motion Diffusion

As mentioned in the main paper, we tested PhysDiff
with two state-of-the-art denoiser networks, MDM [8] and
MotionDiffuse [10] and showed that PhysDiff can improve
both of them. We directly use the pretrained models in their
codebase. Please refer to their paper and code for additional
details.

For diffusion sampling, we use 50 timesteps with η = 0.
We also use classifier-free guidance with the guidance co-
efficient set to 2.5. For text-to-motion generation on Hu-
manML3D [1], the data is represented by a 263-dim vec-
tor that consists of 3D joint positions, rotations, and veloci-
ties, following Guo et al. [1]. To perform the physics-based
motion projection, we first convert the 3D joint positions
into joint angles of the SMPL model [3] using inverse kine-
matics and then apply physics-based motion imitation. For
action-to-motion generation, the data is represented by joint
rotations, so no inverse kinematics is required.

1https://github.com/GuyTevet/
motion-diffusion-model

Parameter Value

Num. of simulation environments 8192
Episode horizon 32
Num. of epochs 4000
Num. of mini-epochs 6
Learning rate 2× 10−5

PPO clip ϵ 0.2
Discount factor γ 0.99
GAE coefficient λ 0.95
Reward weights (wp, wv, wj, wq) (0.6, 0.1, 0.2, 0.1)
Reward parameters (αp, αv, αj, αq) (60, 0.2, 100, 40)
Elements of diagonal covariance Σ 0.173

Table 1. Hyperparameters for physics-based motion imitation.

3. Details of Physics-Based Motion Imitation

Physics Simulation and Character. We use IsaacGym [5]
as our physics simulator for its ability to perform massively
parallel simulation on GPUs. The simulation runs at 60Hz
while the policy controls the character at 30Hz. The charac-
ter is automatically created from SMPL parameters follow-
ing the approach in SimPoE [9].

Policy Training. The motion imitation policy uses a three-
layer MLP with hidden dimensions (1024, 1024, 512) and
ReLU activations. The elements of the policy’s diagonal co-
variance matrix Σ are set to 0.173. We also normalize the
policy’s input state using a running estimate of the mean
and variance of the state. We train the policy using the
AMASS [4] human motion database. Since HumanML3D
is a text-annotated version of AMASS, we use the same
training split as HumanML3D and do not use additional
data for fair comparison. We created 8192 parallel simula-
tion environments in IsaacGym to collect training samples.
Each RL episode has a horizon of 32 frames. We train the
policy for 4000 epochs where each epoch collects 262,144
samples from running all environments for an episode. The
reward weights (wp, wv, wj, wq) are set to (0.6, 0.1, 0.2,
0.1), and the reward parameters (αp, αv, αj, αq) are set to
(60, 0.2, 100, 40). Proximal policy optimization (PPO [7])
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is used to train the policy. The clipping coefficient ϵ in PPO
is set to 0.2. The discount factor γ for the Markov decision
process (MDP) is set to 0.99. We also use the generalized
advantage estimator GAE(λ) [6] to estimate the advantage
for policy gradient, and the GAE coefficient λ is 0.95. At
the end of each epoch, we update the policy by iterating
over the samples for 6 mini-epochs with a mini-batch size
of 512. The update is performed via Adam [2] with a base
learning rate of 2 × 10−5. We clip the gradient if its norm
is larger than 50.
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