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1. Supplementary material — Overview * 2Dto3D_test_2d.json and I12Dto3D_test_2d.json in-
) . clude test instances for 2D—3D and I12D—3D tasks,
In this supplementary material: respectively.
* We share the link to download the H3WB dataset an-
notation files (Section 2); * RGBto3D_test_.img.json includes test samples for
RGB—3D task.

* We provide the H3WB 3D whole-body dataset key-
point layout with 133 keypoints. H3WB dataset fol- .
lows exactly the same layout as COCO WholeBody 3. H3WB dataset keypoint layout

4] (Section 3):
dataset [] (Section 3); We use the COCO WholeBody dataset layout with 133

« We provide the statics regarding the diversity of keypoints illustrated in Figure 1. H3WB dataset has the
H3WB dataset (Section 4); same keypoints for the whole-body layout.

* We present web interface of the quality assessment
(Section 5);

* We provide more qualitative results for all tasks, as
well as qualitative results in the wild evaluated on the
COCO dataset (Section 6);

* We study failure cases from SMPL-X extracted from
the literature (Section 7);

* We report the results of our 5-fold cross-validation ex-
periments (Section 8);

* We clarify long-term support planning and the license
issue (Section 9).
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2. H3WB annotations

To download the H3WB dataset annotations click here. The
zip file contains following:

Figure 1. Whole-body keypoint layout defined in the COCO

. 2Dt03D7train'json has the training annotations for WholeBody dataset [4]. H3WB dataset follows exactly the same
2D—3D and I2D—3D tasks. Since this file is too big, layout. H3WB dataset has total of 133 keypoints annotations for
we split it into 4-parts to ease the training and data each human: 17 human body keypoints (top-left), 68 face (top-

loadine pipeline. We provide the splitted files as well. right), 42 hand (21 keypoints for each) (bottom-right) and 6 foot
& pip p p (3 for each) (bottom-left). Image source: https://github.com/jin-

* RGBto3D_train.json has the training annotations for s13/COCO-WholeBody

RGB—3D task.


https://drive.google.com/file/d/1O4qXYIcRuvcLXr_bMqIetpWpwTciDPER/view?usp=sharing
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Table 1. Standard deviation in mm on average (1st column) and for each of the original 17 body joints.
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Figure 2. Distributions of Human3.6 and H3WB datasets per ac-
tion class

4. Dataset diversity

The distribution of pose per action for H36M and H3WB
using the original action labels is shown in Figure 2. Apart
from SittingDown, they are about the same. Quantitatively,
we show the standard deviation in mm on average (bold)
and for each of the original 17 body joints in Table 1 which
shows H3WB has slightly lower diversity than H36M, but
no collapse.

5. Quality assessment study

We assessed the quality of the H3WB dataset by manu-
ally annotating 80K keypoints from 600 randomly selected
images from the dataset. We presented a web interface to
annotators and ask them to zoom-in on the body parts and
correct mis-aligned keypoints by drag and drop. Sample
screenshots from our web interface are presented in Fig-
ure 3.

6. More Qualitative Results

We provide more qualitative outputs obtained by Large
SimpleBaseline [6] and Jointformer [5] models in Figure 4.
Despite slight mis-alignments, the predicted skeletons are
realistic.

We also show some examples in Figure 5 of a model
trained on our H3WB benchmark for the task I2D—3D and
evaluated on COCO dataset[4]. We can see that even when
there are missing points in the 2D input, the model still can
predict the 3D wholebody pose accurately. This validates
the usefulness of the I2D—3D in real world scenario.

7. SMPL-X failure cases

Parametric body models like SMPL-X have many semi-
nal advantages such as always producing biologically plau-
sible poses or taking into account the shape of the person.
This enables powerful applications, for example in aug-
mented reality or animation. However, because very accu-
rate pose is not a requirement in these application, a model
like SMPL-X is not yet able to reach satisfactory accuracy,
especially on extremities like the hands and the feet. This
is what we show in Figure 6, where we extracted images
from several articles [8, 9, 2] and zoom on the extremities
to visually assess that it is well below the accuracy provided
in H3WB. We also ran SMPL-X on Human3.6M to see if
it can be used to generate pseudo-labels and show selected
zooms on the extremities on Figure 7. Here also, the accu-
racy is well below what our label generation process man-
aged to get. As such, datasets relying on SMPL-X for their
groundtruth are thus by design less accurate and thus not us-
able for accurate pose estimation, especially on the extrem-
ities. Furthermore, assessing quantitatively the accuracy is
almost impossible to do with these methods, whereas we
provide an estimate for H3WB showing our benchmark is
rigorous.

8. Cross validation experiments

We do not provide a validation set for the H3WB dataset.
We recommend 5-fold cross-validation for model selection
and hyper-parameters tuning. We split the training set into
5 sets. We take the set cvi as a hold out (test set), use re-
maining sets to train the models, and report the results on
cvi. We present the cross-validation results together with
the test set results in Tables 2, 3, 4 for all tasks. We observe
that cross-validation results are consistent and compatible
with the test results which are listed in the main paper.

9. Other issues

We plan to setup a server for test set evaluation. We will
also release the test data after 3-5 years once they are well
studied to allow long term use without relying on our eval-
uation server.

Concerning the license, we only release entirely new la-
bels, which fits the license agreement allowing research out-
put.
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Figure 3. Sample screenshots from the annotation interface. Annotators are asked to select area of interest, zoom in on that area and correct
the mis-aligned keypoints by drag-drop.
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Figure 4. Example predictions from Large SimpleBaseline model for 2D—3D (1st row) and I2D—3D (2nd row) tasks. 3rd row shows pre-
dictions from Jointformer for RGB—3D task. Colored skeletons correspond to predictions and gray skeletons correspond to groundtruths.
First two columns show almost-aligned successful front/side predictions, and the last column shows slightly mis-aligned predictions.

Figure 6. Several examples of failures on hands and feet with SMPL-X model copied from [&, 9, 2]




method all body face hand

T I
SimpleBaseline [0]
cvl 1340 1289 1268 348 1484 462
cv2 1289 1264 1205 290 1367 428
cv3 136.0 1306 1358 23.6 139.1 440
cvé 132.8 1314 1269 294 1433 466
cvs 139.9 139.9 133.6 333 150.0  46.6
Cv std 4.1 5.1 6.1 44 5.7 1.7
Cv mean 1343 1314 1287 300 1435 452
Test 1254 1257 1159 246 1407 425
Large SimpleBaseline [6]
cvl 106.8 1051 1058 227 1092 336
cv2 1039 1043 1077 167 976 319
cv3 101.8 1024 1055 142 956 30.6
cv4 108.7 1070 111.6 143 1050 323
cv5 111.8 1090 1120 156 113.1 355
Cv std 3.9 2.5 3.1 3.5 75 1.9
Cv mean 106.6 1056 1085 167 1041 328
Test 1123 1126 1106 146 1148 317
CanonPose [10]
cvl 1734  177.8 1800 303 1604 464
cv2 1529 1607 1620 232 1339 442
cv3 1639 1674 1765 21.1 1415 449
cv4 185.0 1874 1992 230 160.5  48.1
cvs 172.6 1779 1822 22.1 1541 468
Cv std 12.0 10.4 13.3 3.7 11.9 1.6
Cv mean 169.6 1742 1800 239 150.1  46.1
Test 1867 1937 1884 246 1802 489
CanonPose [10] + 3D sv.
cvl 121.1 1219 1168 276 1275 421
cv2 1154 1186 1164 206 1119 406
cv3 1124 1132 1137 165 1100 389
cvé 1162 1179 1155 175 1162 402
cvs 168.7 1705 1803  22.1  149.0 492
Cv std 23.7 23.7 290 44 16.1 4.1
Cv mean 126.8 1284 1285 209 1229 422
Figure 7. Our runs with SMPL-X models on the annotation, it is Test 1177 1175 1120 179 1269 383
not as visually accurate as we require as annotations. Jointformer [5]
cvl 94.3 85.0 76.0 298 1290  48.1
cv2 87.4 80.0 712 216 1178 470
cv3 94.5 86.3 84.5 165 1153 492
cv4 91.4 88.1 74.6 165 1237 4838
cvS 1043 96.3 82.6 19.0 1439 535
Cv std 6.2 5.9 5.6 5.5 11.4 2.5
Cv mean 94.4 87.1 77.8 207 1259 493
Test 88.3 84.9 66.5 178 1253 437

Table 2. Results for 2D—3D task on each 5-fold and test sets. Re-
sults are shown for MPJPE metric. All results are pelvis aligned,
except T and I show nose and wrist aligned results for face and
hands, respectively. Sv. is supervision.



method all body face hand
T I

SimpleBaseline [0]
cvl 2599 2429 2201 409 3339 84.0
cv2 271.0 2449 2293 349 3527 86.7
cv3 268.6 2513 2379 332 3278 837
cv4 259.1 246.8 2255 338 3204 819
cv5 269.7  251.0 2264  33.1 350.0 879
Cv std 5.7 3.7 6.5 33 14.0 2.4
Cv mean 2657 2474 2278 352 3370 848
Test 268.8  252.0 2279 340 3443 834
Large SimpleBaseline [0]
cvl 137.7 130.8 1349 333 1462 475
cv2 125.5 124.9 123.6  23.1 129.1 46.0
cv3 126.3 124.6 125.7 19.6 128.0 447
cvd 136.1 129.9 134.7 19.9 1417 473
cv5 139.0 135.7 1334 214 149.8 512
Cv std 6.5 4.6 5.4 5.7 9.9 2.4
Cv mean 132.9 129.2 130.5 235 139.0 473
Test 131.4 131.6 120.6 19.8 148.8 448
CanonPose [10]
cvl 256.7  237.1 2789  39.1 2314 551
cv2 2555 2442  284.1 356 2154  56.1
cv3 2614 2450 2912 315 2222 548
cv4 261.3 2434 2855 31.6 231.7 568
cv5 270.6 2502 2925 350 2462 61.0
Cv std 5.9 4.7 5.5 32 11.6 2.5
Cv mean 261.1 2440 2864 346 2294  56.8
Test 2850 2644 3197 319 2400 562
CanonPose [10] + 3D sv.
cvl 163.6 155.7 160.2 337 1735  49.1
cv2 158.5 153.0 161.0 2538 1574 48.0
cv3 157.9 150.0 161.5 21.8 156.5 473
cv4 157.3 154.1 1555 227 162.1 49.0
cv5 175.1 168.9 1693 254 1879 555
Cv std 75 7.3 5.0 4.7 133 33
Cv mean 162.5 156.3 161.5 259 167.5 49.8
Test 163.6 155.9 161.3 222 1714 474
Jointformer [5]
cvl 121.5 114.8 100.9 343 1586 559
cv2 112.5 1049 934 25.2 1475  56.6
cv3 110.5 1012 943 20.6 1419  56.2
cv4 123.5 115.7 1045  21.1 158.7 582
cvsS 129.4 116.0 1079 225 171.6  6l1.1
Cv std 7.9 7.0 6.3 5.6 11.5 2.1
Cv mean 119.5 110.5 100.2 247 155.7 576
Test 109.2 103.0 824 19.8 1559 535

method All Body Face Hand
T 1

SHN [7]+SimpleBaseline [0]
cvl 191.0 177.9 159.8 414 2487  66.1
cv2 159.4 151.0 1358 304 2023 62.6
cv3 170.8 169.9 1570 258 1939 647
cv4 204.8 2023 1929 277 2255 68.0
cv5 204.8 192.7 1738 302 2615 718
Cv std 20.4 20.0 21.2 6.1 29.0 3.5
Cv mean 186.2 178.8 1639  31.1 2264  66.6
Test 182.5 189.6 138.7 325 2494 643
CPN [ ]+Jointformer[5]
cvl 100.8 101.6 755 29.9 1413 535
cv2 91.9 89.8 70.6 22.8 1275 529
cv3 75.7 71.5 62.5 149  96.0 51.0
cvd 78.1 82.0 58.4 16.9 107.6 527
cv5 100.8 983 73.1 19.5 1472 59.0
Cv std 12.1 10.3 73 5.9 21.8 3.0
Cv mean 89.5 89.8 68.0 20.8 1239 538
Test 132.6 1428 919 20.7 1927 569
Resnet50 [3]
cvl 123.8 117.7  97.6 349 169.6 583
cv2 111.8 107.1 88.3 25.3 1524 572
cv3 102.5 103.8 819 20.0 1350 578
cvd 113.5 1145 899 21.2 151.3 585
cvs 122.8 119.5  91.7 23.1 175.1 62.6
Cv std 8.8 6.8 5.78 59 16.0 2.1
Cv mean 114.9 1125 899 24.9 156.7 589
Test 166.7 151.6 123.6 263 2449 63.1

Table 3. Results for [2D—3D task on each 5-fold and test sets. Re-
sults are shown for MPJPE metric. All results are pelvis aligned,
except T and I show nose and wrist aligned results for face and
hands, respectively. Sv. is supervision. We observe that Canon-
Pose fails to generalize to new subject in the test set and performs

worse on the test set.

Table 4. Results for RGB—3D task on

Results are shown for MPJPE metric.

each 5-fold and test sets.

All results are pelvis
aligned, except T and { show nose and wrist aligned results for
face and hands, respectively.
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