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Abstract

Out of stock is among the main causes of sales losses
for retailers. In order to face this issue, in this paper we
propose ROSCH (the RObot for SCHelves analysis), an au-
tonomous mobile robotic platform based on ROS frame-
work whose aim is to inform the human operators in case of
empty or partially empty shelves, so as to speed up the refill-
ing process. ROSCH is able to autonomously move inside
an environment, and to autonomously identify those shelves
which are empty or partially empty, thanks to the use of a
deep learning based detector, validated on a dataset com-
posed by about 2000 manually annotated images, 900 of
them acquired by our team in three different supermarkets
in Italy. The proposed system has been tested in a super-
market in Salerno (Italy) at working time; the analysis con-
ducted demonstrates that the proposed system is able to re-
liably support the supermarket staff, being 8 times faster
than the human operator in its common manual out of stock
detection activity.

1. INTRODUCTION
Nowadays, the demand for quick and efficient grocery

shopping experiences is increasing, and supermarkets are

continuously exploring new ways to improve this experi-

ence for their customers. Indeed, a challenge that customers

often face with is the unavailability of their desired products

on the shelves (the so called Out of Stock - OOS).

Facing an OOS implies in 9% of the cases not to buy at

all that product, meaning that the intended purchases are

definitively lost. The Harvard Business Review [1] also

demonstrates that this abandoned purchase translates into

a sales loss of 4% for a retailer, meaning for retailer giants

about 40 million dollars of loss per year.

Starting from this consideration, in recent years there

has been growing interest in developing video analytic al-

gorithms that can automatically identify empty shelves in a

supermarket. In [14] the authors use a depth camera with a

top-down view of the shelves being monitored. They create

a model of the shelf during a preliminary calibration pro-

cess and use the 3D point cloud to estimate the percentage

of the shelf occupied by items. The main drawback of this

approach is that it is limited to countertop shelves, refrig-

erated counters, or similar shelves that can be monitored

with a top-down view and requires a preliminary calibra-

tion, meaning that the camera must be fixed.

In [19], a deep learning-based detector using YOLOv4

was proposed to identify the three categories of Product,
Empty Shelf, and Almost Empty Shelf. In [5], a Faster R-

CNN was utilized to determine the position of products and

unknown areas within the shelves were detected using the

Canny Operator. Indeed, less edge means that the regions

inside the shelves can be considered OOS. In [3], the au-

thors installed a camera on a shopping cart and formalized

the problem of OOS as a segmentation problem, using a

U-Net architecture for distinguishing empty shelves from

everything else in a supermarket.

The authors in [10] have been among the first ones to ex-

plore temporal information by using videos instead of still

images. The authors focused on changed regions through

background subtraction and moving object removal algo-

rithms, then employed a CNN to classify Products Taken
and Products Returned, or Slight Changes Due to a Shopper
Touching It. However, this type of algorithm still requires a

fixed mounted camera.

Using fixed cameras would imply to spread a quite huge

amount of cameras in the supermarket (the bigger is the

supermarket, the higher will be the number of cameras to

be installed), so as to cover all the shelves. Vice-versa,

the implementation of autonomous mobile robots equipped

with a camera and a video analytic algorithm in charge

of autonomously monitoring the status of the shelves pro-

vides a cost-effective solution for detecting empty shelves

and reducing the financial losses associated with out-of-

stock items. Indeed, the use of real-time information on the

availability of products, combined with the low cost of this

kind of solution, will allow supermarkets to restock empty
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shelves promptly and provide a better shopping experience

for their customers.

In [11] a first attempt in this direction is made: a set of

robots, properly equipped with a camera, is able to move

in a supermarket, both autonomously over some prefixed

paths and manually, through teleoperation. The human op-

erator can thus remotely monitor by video cameras installed

on board of the robot and he is facilitated in detecting any

OOS. Even if a preliminary work since the detection is man-

ually performed by the operator, the main advantage of the

proposed system is that it does not require modifying ex-

isting infrastructure of the store, and the cost of the entire

solution is cheap.

In [15] the authors propose a mobile robotic platform

based on Turtlebot able to autonomously move in the su-

permarket and detect potentially empty shelf. The naviga-

tion framework exploits data coming from carts and baskets

tracking data, collected by indoor Ultra-WideBand Local-

ization. Such data are used both for allowing the robot to

visit more often the areas in the supermarkets where cus-

tomers spend more time (which are supposed to suffer more

of OOS issue) and also to avoid obstacles. The empty shelf

detection is formulated as an image classification problem

by employing a deep neural network; three classes are iden-

tified: positive (images of shelf with products at a special

offer), neutral (images of planogram in a standard layout. It

also includes empty shelves) and negative (images of SOOS

situations, where most of the shelves are empty). Anyway,

the system requires a quite complex and expensive infras-

tructure to be installed for localization.

In [12] the authors show the importance of a socially

aware robot in a supermarket for OOS detection operations.

The authors experimentally evaluate that such kind of robot

is generally accepted by customers, especially if the robot

provides a customer-centered approach, keeping appropri-

ate distances to users while choosing a product.

Within this framework, in this paper we provide a ROS

based framework for autonomously controlling a mobile

robot inside a supermarket, aiming at autonomously iden-

tifying empty shelves. The proposed system is designed

to autonomously navigate within the supermarket, ensuring

collision avoidance with both objects and people. While

moving, the system is responsible for identifying both

empty and partially empty shelves. The OOS detection

is autonomously performed by means of a deep learning

based detector based on YOLOv6, properly validated by us-

ing a dataset of about 2000 images, 900 of them acquired

by our team in three different supermarkets in Campania

region, in the south of Italy. The dataset has been man-

ually labeled with two categories, namely empty and par-
tially empty shelves.The status of the shelves (together with

its position) is finally shared with the supermarket employ-

ees. We named the proposed system ROSCH (RObot for

SCHelves analysis).

An implementation of the framework based on the Pep-

per robot has also been provided, and the system has been

tested in a supermarket in Salerno, Italy, during operating

hours. The system has demonstrated impressive results:

about 85% F1-Score for the automatic detection of empty

and partially empty shelves (about 92% if we only consider

empty shelf detection), and about 92% of navigation tests

successfully completed inside the supermarket. Moreover,

in order to highlight the efficiency of the proposed system,

a comparison between its performance and that of a human

operator has been conducted. The results obtained indicate

that the system is able to complete a round of the super-

market while detecting out-of-stock items approximately 8

times faster than a human operator.

2. Proposed system architecture
In this section we detail the architecture of ROSCH, the

proposed autonomous mobile robotic platform for empty

shelf detection. ROSCH software architecture consists of

a modular software architecture based on the Robotic Op-

erating System (ROS), a de-facto standard framework for

robot programming. This choice is justified by the fact that

ROS allows for hardware independence, together with the

possibility to easily implement nodes (even with different

programming languages) communicating according to the

publisher/subscriber protocol [6].

The architecture of the proposed system is shown in Fig-

ure 1. It has been thought to accomplish the following main

tasks: (i) navigation, through localization, motion planning

and obstacle avoidance; (ii) SLAM, for map building, to

be activated only during a startup phase; (iii) people and

empty shelves detection through visual analysis. More de-

tails about each of the above mentioned modules is shown

in the following of this section.

2.1. Hardware setup

The robotic platform we decided to use is the humanoid

robot Pepper. This choice is motivated by the fact that Pep-

per could be potentially used inside a supermarket not only

for empty shelves detection, but also for social interactions

with the customers..

Pepper is equipped with an Inertial Measurement Unit

(IMU) consisting of 3-axis gyroscope capable of measur-

ing angular speeds of approximately 500°/s, along with a

3-axis accelerometer measuring accelerations of approxi-

mately 2g. Additionally, the robot is equipped with a set of

rotary encoders. Also, it is equipped with three laser sensors

located on its base. Each sensor has a field of view of 60 de-

grees, and the total number of data points obtained by the

laser sensors is 45 (15 per side). In order to enhance the ac-

curacy of the localization algorithm, we have also exploited

the data from the depth camera ASUS Xtion 3D, located in
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Figure 1: ROS architecture of the proposed ROSCH system. The green areas describe the navigation modules employed in

the system, including localization, motion planning and path controller. The module denoted as map building employs data

from the Turtlebot’s sensors to construct a representation of the environment. Subsequently, the localization module utilizes

sensor data, specifically laser scan and depth images, to determine the robot’s position within the environment. The motion
planning module generates coherent paths for the robot to follow in order to reach its assigned waypoint using the move base
package by ROS. The path controller selects the relevant areas of the map to be explored and subsequently dynamically

generates the corresponding waypoints. The blue area includes computer vision based tasks, and in particular it consists of

a camera acquisition node, responsible for the acquisition of video streams from the cameras. The acquired video streams

are then processed by an out-of-stock detection algorithm, and by a people detection one. The visualization node shows

the outputs of the detection algorithms for the user, providing a visual representation of the detected out-of-stock items and

people.

the head of the robot. Indeed, the point clouds generated by

the three laser sensors, as well as the data obtained from the

camera, have been fused together to produce a more com-

prehensive representation of the environment. For the anal-

ysis of the scene pertaining to both people and empty shelf

detection, an ensemble of three RealSense D435 cameras

has been incorporated. These cameras are endowed with

both depth and RGB modules, although only the RGB data

has been utilized. The RGB sensor exhibits a resolution of

2 MegaPixels and offers a horizontal field of view of 69°

and a vertical field of view of 42°. The cameras have been

mounted on the head of the Pepper robot using a custom 3D

printed support. Two of these cameras take the right and left

of the robot, respectively, while the third camera is looking

in front of the robot. A visual representation of this camera

setup is shown in Figure 2. Finally, Pepper has been also

equipped with an NVIDIA Jetson Xavier NX, a low power

embedded device where we install both navigation and arti-

ficial vision algorithms.

2.2. Map Building

One of the first steps has been the generation of the map

of the working environment. This is an important and not

negligible step, since a representation of the surrounding

environment is mandatory for the robot in order to allow its

autonomous movement. This task has been done by a Si-

multaneous Localization and Mapping (SLAM) algorithm,

namely Cartographer [9], and the generated map has been

represented as an Occupancy Grid Map.

It is important to note that, differently from the operating
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Figure 2: Pepper during the tests at the supermarket. The

three cameras have been added on top of the head in order

to look frontally, on the right and on the left side, so as to

take the shelves while traversing the corridors.

phase, a different robotic platform has been used in order

to build a reliable map, due to the blind spots and the low

number of data points in Pepper robot, not able to cover

360 degrees. In particular, a Turtlebot 3 robot has been em-

ployed. It is equipped with the LDS-01, a 2D laser scanner

renowned for its capacity to achieve full 360-degree envi-

ronmental perception. Furthermore, the robot is outfitted

with an Inertial Measurement Unit (IMU) that encompasses

a 3-axis Gyroscope and a 3-axis Accelerometer, thereby

facilitating accurate orientation and acceleration measure-

ments. Additionally, the inclusion of rotary encoders con-

tributes to the robot’s capability to precisely quantify its

motion and position. This comprehensive suite of sensors

enables the Turtlebot 3 to effectively and reliably capture

essential data, culminating in the construction of an intri-

cate and dependable environmental map.

2.3. Autonomous navigation

The development of an autonomous navigation system

for a robot requires that the navigation algorithm exhibits

robustness in handling unexpected scenarios, such as mod-

ifications to the environment and presence of people. This

requires the definition of a localization and path planning

algorithm, combined with a reliable obstacle avoidance al-

gorithm that guarantees the safety of the robot, as well as

the one of any potential objects or individuals in the envi-

ronment.

Given the map, the localization is achieved by the Adap-
tive Monte Carlo Localization (AMCL) algorithm [18]. It

is important to highlight that errors at localization step are

automatically managed by the system. Indeed, in case the

planners fail to generate a path to reach the assigned goal

due to obstructions, the robot automatically initiates a ”re-

covery” behavior by rotating on itself. This behavior is in-

tended to reduce errors in localization and eliminate any

spurious measurements of the system’s internal map.

Furthermore, our navigation system employs a global

planner based on Dijkstra algorithm and a local planner

based on a Timed Elastic Band (TEB) algorithm [16]. In

order to avoid collisions with both static and dynamic ob-

stacles, a dedicated inner map built on top of the map repre-

sentation is created by the robot itself. Differently from the

occupancy grid map, this representation, dynamically up-

dated by sensors data, takes into account both static and dy-

namic obstacles. Indeed, during path generation, the global

planner utilizes the inner map to generate a collision-free

path. Meanwhile, the local planner generates a path that

follows the global path while respecting the robot’s degree

of freedom. In this way, when a new obstacle is detected,

it is added to the inner map, allowing the global and local

planners to modify previously generated paths and to avoid

collisions.

The areas of the map to be explored are specified by the

user in the form of a list of waypoints, which are read by the

global planner in a sequential manner. Upon receiving the

waypoints, the global planner generates a consistent path to

reach the assigned goal. It is important to note that the robot

has to move inside the supermarket also in presence of cus-

tomers. This is why, in order to avoid to block the path of

the customers during their buying, we also include in our

architecture a path controller. Indeed, for each waypoint,

the system verifies the presence of individuals using a peo-

ple detection algorithm. This step is performed to ascertain

whether an aisle is occupied or unoccupied. Then, if there

is enough space to navigate without disrupting the people

in the aisle, the system attempts to reach the assigned way-

point without causing any disturbance. On the other hand,

if there isn’t sufficient space (due to the limited size of the

aisle), the waypoint that corresponds to the occupied area

is skipped, and the system proceeds to the next one. In this

way, the customer can continue buying without any inter-

ruption due to the robotic platform.

2.4. People detection

The goal of this module is to detect if there are people

into the aisle. In order to avoid system delay, the people

detection must be as fast as possible. So to respect the real-

time constrain, the people detection is performed using the

SSD-Mobilenet-v2 [17]. This choice is justified by the fact

that, being a single stage detector, it is able to reliably and

efficiently detect the presence of objects of interest. Ad-

ditionally, to further enhance the inference time, we opti-

mized the network using NVIDIA TensorRT. The detection

of people is carried out on demand every time a waypoint

is reached, in general, each time that the robot reaches the

beginning of the aisle. The number of individuals detected

is provided to the path controller, it checks if the number of

people presented in the aisle is under a predefined threshold

that describe the maximum number of persons inside a cor-

ridor. In this case there is enough space and the robot can
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visit the aisle. On the other hand, the path controller selects

the next feasible waypoint.

2.5. Empty Shelf detection

The empty shelf detection problem has been formulated

in terms of object detection. Two classes have been intro-

duced, namely empty shelf and partially empty shelf.
Among the detectors available in the literature, anchor-

free detectors have proved very promising generalization

capabilities, especially with limited data available for train-

ing. In particular, we decided to adopt YOLOv6 [13], a

single-stage anchor-free object detection model based on

the YOLO architecture. YOLOv6 has proved to be 51%
faster than anchor-based detectors; also, it has proved to

be more accurate thanks to the introduction of the SimOTA

dynamic label assignment strategy, to dynamically allocate

positive samples: indeed, the number of positive samples is

increased through the cross-grid matching strategy, so that

the network can quickly converge.

Also, in order to further improve the accuracy and ac-

celerate the network convergence, a SIoU bounding box re-

gression loss is introduced. This loss allows to consider not

only the distance between the center points and the aspect

ratio, but also introduces the vector angle between the re-

quired regressions, which effectively reduces the degree of

freedom of the regression and allows for a fast convergence.

Given the limited size of the available training set, data

augmentation techniques have been also employed, namely

(i) HSV increasing: hue, saturation and value components

in the image have shown an increase; (ii) degrees: the im-

age is rotated by a degree between 0° and 360°; (iii) scal-
ing: the image is scaled outward and inward; (iv) shearing:

images is sheared from both corners in the x and y direc-

tion; (v) translation: the image is shifted into various areas

along the x-axis or y-axis; (vi) flipping: the image is flipped

horizontally and vertically. In addition to these basic tech-

niques, two strong data augmentation techniques are also

applied, namely Mosaic [4] and Mixup [20]. Finally, in or-

der to further speedup the inference time, the network has

been optimized with TensorRT framework.

3. Experimental results
3.1. Empty shelf detection

The dataset is obtained by combining publicly available

datasets with a novel dataset collected by our researchers.In

terms of publicly available datasets, we combine samples

from Grocery Products [7], WebMarket dataset [2] and

SKU110K [8].

Grocery Products: the dataset has been made for grocery

products detection. The training set is composed by 8350

images, each containing a single grocery product, without

any background (namely, it is not inside a shelf) This is why

Dataset images objs AE objs E objs
Grocery Prod-

ucts [7]

680 700 619 81

Web Market [2] 300 1435 693 742

SKU110K [8] 88 189 67 122

MIVIA Super-

market (Our)

900 2348 1404 944

Total 1968 4672 2783 1889

Table 1: The table reports, for each dataset, the number

of images and the number of objects (objs) ), partitioned

into empty shelf (E) and almost empty shelf (AE). The total

number of images and objects used in our experimentation

is also reported.

(a) SKU110K

(b) Grocery product

(c) WebMarket

Figure 3: Three examples of images from SKU110K (a),

Grocery Products (b) and WebMarket (c) datasets.

we did not use this part of the dataset. Vice-versa, the test

set is made by 680 shelves images; this is what we included

in our dataset. An example is shown in Figure 3b.

WebMarket: the dataset is made by 300 shelves images.

As the previous dataset, it has been collected for grocery

products detection, thus the labels refer to products and not

to empty shelves. An example is shown in Figure 3c.

SKU110K: the dataset is composed by 11743 RGB

shelves images. Most of them takes shelves not with a

frontal view. Thus, we select 88 frontal images that we in-

cluded in our dataset. An example is shown in Figure 3a.

All the 1068 images have been manually annotated by

our experts. Given the limited size of the dataset, we de-

cided to collect a novel dataset that we call MIVIA Super-
market dataset. It is composed by 900 images collected

in three supermarkets in three cities in the south of Italy
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Figure 4: Sample images from MIVIA Supermarket Dataset.

Figure 5: Two examples of images, together with the over-

lay of the predicted bounding boxes (in red the empty, in

orange the almost empty).

(Napoli, Agropoli and Salerno, respectively). Sample im-

ages from Mivia Supermarket dataset are shown in Figure

4. The dataset has been collected so as to have different ty-

pologies of shelves, products, view angles, zoom levels and

lighting conditions. As the previous ones, also such images

have been manually labeled.

Totally, the dataset is composed by 1968 shelves images

containing 4672 objects (each one annotated with bounding

boxes), partitioned as follows: 2783 almost empty objects

and 1889 empty objects. The detailed number of images

and objects for each dataset is reported in Table 1.

Given the size of the dataset, a 5-Folds cross valida-

tion analysis have been performed. For each test, 80%

of the datasets has been considered for training (4 folds),

10% for validation and 10% for testing. The different ver-

sions of YOLOv6, namely N/T/S/M/L have been taken into

account. The model’s performance was evaluated using

standard metrics including Precision, Recall, and F1-score.

These metrics were computed for each fold of the dataset,

and the average results were reported. The model was op-

timized for efficient inference using the NVIDIA TensorRT

SDK, which allowed for faster processing and improved

performance.Furthermore, the frame rate, measured on a

NVIDIA Jetson Xavier NX board, was determined to assess

the system’s processing speed. The final results, presented

in Table 2, demonstrate that YOLOv6-S achieved the high-

est accuracy with an average F1-score of 84.61% at a frame

rate of 28.78 FPS. Conversely, YOLOv6-N showcased the

best frame rate of 78.6 FPS. Considering the slight variance

in F1-scores among the models, YOLOv6-T emerged as the

most suitable method due to its balanced tradeoff between

accuracy and speed.

Some example of the output of the proposed system are

reported in Figure 5. We can see that the proposed algo-

rithm performs well in case of different categories of gro-

cery products, different zooms, lighting conditions and dif-

ferent categories of shelves. Other than a quantitative anal-

ysis, a qualitative analysis has been also performed. Indeed,

we have analyzed the errors of the proposed system and we

got that almost 25% of the errors is due to products placed

on top of other similar products, with challenging lighting

conditions. Some examples are reported in Figure 6(a-b).

Furthermore, almost 30% of the errors are due to shelves

taken with top or side views; some examples are shown

in Figure 6(c-d). This analysis let us understand that the

best operating conditions of the proposed system requires a

frontal view.

3.2. ROSCH evaluation

The experimentation of the system has been conducted

in a supermarket in Salerno, Italy, at working hours, so as

to evaluate the reliability of the proposed system even in

presence of customers moving inside the supermarket in an

uncontrolled way. While acquiring the map by SLAM, the

robot has been manually tele-operated by the human opera-

tor. The acquired map, used during the autonomous naviga-

tion by the robot, is shown in Figure 7.

In order to assess the functionality of the system, a set

of waypoints is defined and provided as input to the robot

as reference paths. We design five test paths (shown in Fig-

ure 8), with the aim to validate the system in the different
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Model Almost Empty Empty Average
P R F P R F P R F FPS

YOLOv6-N 75.43% 80.33% 77.74% 89.67% 91.63% 90.61% 81.50% 85.13% 83.22% 78.6

YOLOv6-T 78.87% 80.70% 79.76% 88.63% 91.70% 90.18% 83.08% 85.47% 84.25% 43.91

YOLOv6-S 79.51% 79.59% 79.48% 91.05% 91.93% 91.45% 84.46% 84.88% 84.61% 28.78

YOLOv6-M 78.43% 78.67% 78.47% 90.83% 91.92% 91.37% 83.76% 84.31% 83.98% 14.23

YOLOv6-L 78.32% 78.66% 78.44% 89.37% 90.66% 89.97% 83.16% 83.72% 83.39% 8.38

Table 2: Results achieved by the proposed system, in terms of Precision (P), Recall (R) and F1-Score (F)

(a) (b) (c) (d)

Figure 6: Examples of images where some errors have been done by the proposed system. We can see the predicted bounding

boxes (in red the empty, in orange the almost empty) and the missed ones (in white). (a,b) show products placed on top of

the other ones, with challenging lighting conditions; (c,d) show examples of missed products due to top-side view.

Figure 7: Map of the supermarket environment where our

tests have been conducted.

possible conditions.

We consider the following metrics for the evaluation: the

time required to complete each successful path (measured

in seconds), the number of recovery operations performed

by the robot, and the number of collisions with people or

objects in the environment. In this context, a collision with

an object during the test is considered a failure.

In order to account for the inherent variability in the en-

vironment, each path is executed five times. The mean and

standard deviation of the completion time for each path are

thus computed.

The first path, denoted as Market Path 1 (Figure 8a), is a

quite small route intended to evaluate the robot’s navigation

and localization capabilities in an unchanged environment

(no additional items have been placed with respect to the

map acquisition time), even if with some tight curves. The

second path, Market Path 2 (Figure 8b), is designed to test

the robot’s ability to navigate a longer route that includes a

narrow section of the supermarket and some more demand-

ing maneuvers in tight aisles. Market Path 3 (Figure 8c)

evaluates the robot’s navigation ability in the right half of

the supermarket. This path includes a challenging section

between points 2 and 3, due to the changes in the environ-

ment from the time in which the map has been built with

respect to the testing time. Market Path 4 (Figure 8d) tests

the robot’s ability to navigate the aisles in the opposite di-

rection to the previous paths, by covering more or less the

whole supermarket. Finally, in Market Path 5 (Figure 8e),

the robot’s ability to localize itself and return to its starting

point is evaluated by traversing a few points twice.

The results of the experiments are summarized in Table

3. Overall, ROSCH completed successfully 23 paths over

25, with a 92% success rate of completed tests. One possi-

ble cause of failure in Market Paths 1 and 5, resulting in 2

collisions, has been the presence of blind spots in the envi-

ronment, which resulted in inaccurate map updates by the

local planner. Furthermore, it was observed that in chal-

lenging situations such as in the Market Path 5, the number

of required recovery behaviors increases. This resulted in a

longer average path completion time and a higher standard

deviation. Anyway, the system is still able to successfully

perform its task.
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(e) Market Path 5

Figure 8: Experiments carried out inside the supermarket at working ours to evaluate the navigation system. Each experiment

has been repeated 5 different times.

Furthermore, in order to evaluate the automatic re-

planning capability of the system in presence of persons,

we also perform a second set of experiments aiming at eval-

uating the system’s ability to accurately identify occupied

aisles and avoid them in the presence of people, in case re-

planning automatically the route. It is important to note that

in this specific supermarket, due to the limited size of the

aisle, there is not enough space for both the robot and the

person. Thus, the number of persons requiring a re-planning

of the path due to occupied aisle has been set to one. It im-

plies that a test is considered completed if the system detects

the presence of at least one person occupying an aisle and

skips visiting it, but successfully completing the rest of the

path planned. The test paths are shown in Figure 9. The

presence of people in the images is represented by a red

circle. To assess the system’s performance, the designated

paths were executed five times, resulting in a total of fifteen

trials. Test People Path 1 (Figure 9a) analyzed the robot’s

behaviour when an aisle is occupied by only one person.

Test People Path 2 (Figure 9b) evaluates the system’s per-

formance when an aisle is occupied by two people. In test

People Path 3 (Figure 9c), the system has been tested in a

more complex scenario, where the first aisle is occupied by

two people, so the robot is expected to navigate to the third

aisle and stop before visiting it because it is occupied by

one person. The results indicate that the system passed all

the tests 5/5 times.

A final test has been performed in order to compare the

performance of the ROSCH proposed system with respect

to the human operator. We asked the human in charge of the

shelves inside the supermarket to move inside the the su-

Path ID Time (s) #Recov #Coll
Market Path 1 119.00 ± 1.87 0 1

Market Path 2 223.80 ± 17.11 1 0

Market Path 3 129.00 ± 6.75 1 0

Market Path 4 251.20 ± 12.30 2 0

Market Path 5 258.75 ± 18.71 3 1

Table 3: Results of the Market Path tests conducted, report-

ing the average time (and the standard deviation) taken to

complete the task in seconds (Time), the number of recov-

eries (#Recov), and the number of collisions (#Coll).

permarket (excluding the checkout area and the cured meat

area, where the proposed system has no sense) and count

OOSs. Thus, we measure the time required by the human

to do it manually; then, we measured the time taken by the

robotic platform to complete a round of the supermarket.

Finally, we compared the two measured times: the robot

successfully completed its task in about 7 minutes. Vice-

versa, the human required a bit less than 1 hour, meaning

8 times more time than the automatic proposed robotic sys-

tem. This impressive result confirms the efficiency and the

effectiveness of the proposed system.

A demo of the system in action is shown at the following

link: https://youtu.be/h_g1oAEbsx4.

4. CONCLUSIONS

In this paper we propose ROSCH, an autonomous mobile

robotic platform able to automatically detect out of stock in
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Figure 9: Experiments conducted in presence of people.

The red point represents the position of the person.

a supermarket. ROSCH is based on ROS framework; it is

able to autonomously navigate inside the supermarket, and

it has been extended with advanced artificial vision capa-

bilities based on deep learning for detecting people, with

the aim to avoid interrupting customers buying process, and

also for empty and partially empty shelf detection, with the

aim to autonomously inform the staff about missing prod-

ucts to be immediately refilled. ROSCH has been tested in

a supermarket in Salerno, showing impressive capabilities

in both navigation and OOS detection tasks. Future works

include the possibility to further extend ROSCH with so-

cial capabilities, so as to also interact with the customers

proposing additional products that they could buy.
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