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A. Prompts
In Sec. 3.2, we use templates to prepare input text ti and tDP

i . For training, we randomly choose a template from hand-
crafted prompts in each iteration. For hand-crafted, we use 81 prompts: ( ‘<CLS>.’, ‘a photo of a <CLS>.’, ‘a bad photo
of a <CLS>.’, ‘a photo of many <CLS>.’, ‘a sculpture of a <CLS>.’, ‘a photo of the hard to see <CLS>.’, ‘a low resolution
photo of the <CLS>.’, ‘a rendering of a <CLS>.’, ‘graffiti of a <CLS>.’, ‘a bad photo of the <CLS>.’, ‘a cropped photo of the
<CLS>.’, ‘a tattoo of a <CLS>.’, ‘the embroidered <CLS>.’, ‘a photo of a hard to see <CLS>.’, ‘a bright photo of a <CLS>.’,
‘a photo of a clean <CLS>.’, ‘a photo of a dirty <CLS>.’, ‘a dark photo of the <CLS>.’, ‘a drawing of a <CLS>.’, ‘a photo
of my <CLS>.’, ‘the plastic <CLS>.’, ‘a photo of the cool <CLS>.’, ‘a close-up photo of a <CLS>.’, ‘a black and white
photo of the <CLS>.’, ‘a painting of the <CLS>.’, ‘a painting of a <CLS>.’, ‘a pixelated photo of the <CLS>.’, ‘a sculpture
of the <CLS>.’, ‘a bright photo of the <CLS>.’, ‘a cropped photo of a <CLS>.’, ‘a plastic <CLS>.’, ‘a photo of the dirty
<CLS>.’, ‘a jpeg corrupted photo of a <CLS>.’, ‘a blurry photo of the <CLS>.’, ‘a photo of the <CLS>.’, ‘a good photo of
the <CLS>.’, ‘a rendering of the <CLS>.’, ‘a <CLS> in a video game.’, ‘a photo of one <CLS>.’, ‘a doodle of a <CLS>.’, ‘a
close-up photo of the <CLS>.’, ‘the origami <CLS>.’, ‘the <CLS> in a video game.’, ‘a sketch of a <CLS>.’, ‘a doodle of the
<CLS>.’, ‘a origami <CLS>.’, ‘a low resolution photo of a <CLS>.’, ‘the toy <CLS>.’, ‘a rendition of the <CLS>.’, ‘a photo
of the clean <CLS>.’, ‘a photo of a large <CLS>.’, ‘a rendition of a <CLS>.’, ‘a photo of a nice <CLS>.’, ‘a photo of a weird
<CLS>.’, ‘a blurry photo of a <CLS>.’, ‘a cartoon <CLS>.’, ‘art of a <CLS>.’, ‘a sketch of the <CLS>.’, ‘a embroidered
<CLS>.’, ‘a pixelated photo of a <CLS>.’, ‘itap of the <CLS>.’, ‘a jpeg corrupted photo of the <CLS>.’, ‘a good photo of a
<CLS>.’, ‘a plushie <CLS>.’, ‘a photo of the nice <CLS>.’, ‘a photo of the small <CLS>.’, ‘a photo of the weird <CLS>.’,
‘the cartoon <CLS>.’, ‘art of the <CLS>.’, ‘a drawing of the <CLS>.’, ‘a photo of the large <CLS>.’, ‘a black and white
photo of a <CLS>.’, ‘the plushie <CLS>.’, ‘a dark photo of a <CLS>.’, ‘itap of a <CLS>.’, ‘graffiti of the <CLS>.’, ‘a toy
<CLS>.’, ‘itap of my <CLS>.’, ‘a photo of a cool <CLS>.’, ‘a photo of a small <CLS>.’, ‘a tattoo of the <CLS>.’, )

In Sec. 4.2, we evaluate our method through classification. For classification, we use hand-crafted prompts (Table A).

B. Synthetic typographic attack datasets
In this Sec., we will explain the details of the training data in Sec. 3.2 and test data in Sec. 4.2. When we train the DP

vector (Sec. 3.2) and conduct experiments on classification (Sec. 4.2), we use synthetic typographic attack datasets. For
training data, we add text to images from ImageNet-100 (Figure A). For test data, we add text to images from ten classifi-
cation datasets (Figure B): ImageNet [4], Caltech101 [5], OxfordPets [14], StanfordCars [9], Flowers102 [13], Food101 [1],
FGVCAircraft [11], DTD [2], SUN397 [16], EuroSAT [7]. To make typographic attack datasets, we followed the way of
PAINT [8]. We resize the short dimension to 224 pixels using bicubic interpolation and crop 224 pixels by 224 pixels in
the center, which is the standard CLIP [15] resize and crop augmentation. For fonts, we randomly choose from three fonts:
Roman, Courier, Times. For font size, we randomly sample between 20 and 40 points. Also, we randomize over eight colors:
red, green, blue, cyan, magenta, yellow, white, and black. We outline text with a 1-point shadow that is a different color from
the main font color. The text is randomly placed in the image such that whole words are visible. Text is chosen from the class
labels of the dataset except for the correct image labels.

For object detection, we also make synthetic typographic attack datasets using COCO [10] and LVIS [6] (Figure C). We
use AdobeVFPrototype as a font. We randomize over eight colors: red, green, blue, cyan, magenta, yellow, white, and black.
We outline text with a 1-point shadow that is a different color from the main font color. The text is randomly placed in each



Table A. Prompts used for inference
Dataset Prompt

ImageNet “a photo of a <CLS>.”
Caltech101 “a photo of a <CLS>.”
OxfordPets “a photo of a <CLS>, a type of pet.”
StanfordCars “a photo of a <CLS>.”
Flowers102 “a photo of a <CLS>, a type of flower.”
Food101 “a photo of a <CLS>, a type of food.”
FGVCAircraft “a photo of a <CLS>, a type of aircraft.”
DTD “<CLS> texture.”
SUN397 “a photo of a <CLS>.”
EuroSAT “a centered satellite photo of a <CLS>.”
Real-world typographic attack datasets “a photo of a <CLS>.”

Figure A. Images sampled from our training dataset. The dataset consists of images from ImageNet-100 with synthesized text.

bounding box such that the whole words are visible. We adjust the font size so that the width of the text is less than 0.8 times
the width of the bounding box.



Figure B. Images sampled from our test datasets. We use ten datasets to make test data for synthetic typographic attack datasets.

C. RTA-100
In Sec. 4.2, we use real-world typographic attack datasets. To increase the test data, we take pictures and make RTA-100,

which is the biggest real-world typographic attack dataset (Figure D). We put tags that are labeled incorrect classes to objects.
We choose the incorrect labels of the tags from the objects in our dataset. We take pictures from 10cm to 2m from the objects
such that whole words are visible. For example, we write “pen” on the tag and put it on a frisbee. Then, we take a photo of the
object. For fonts, we randomly choose from three fonts, as seen in Figure E. For the color of the tags, we randomly choose
from 4 colors: yellow, green, blue, and pink. Also, we randomize over 4 colors for the color of the pen: black, red, purple,
and brown. We randomly choose these elements in advance. The dataset contains 100 categories and 1000 images. We use
iPhoneX’s camera, and the size of images is 3024 pixels by 3024 pixels. The code and dataset will be publicly available.

D. PAINT
In Sec. 4.2, we compare our method with PAINT [8]. For training for PAINT, we train the model for 3 epochs (2400

iterations) with batch size 16 using learning rate 1e-5 with 200 warm-up steps with a cosine annealing learning rate schedule
and the AdamW optimizer (weight decay 0.1), following the paper.

E. Extended results on all datasets.
In tables B and C, we report the accuracy obtained on each of the 10 individual datasets for original and synthetic

typographic attacks respectively.



Figure C. Images sampled from our typographic attack COCO dataset. The dataset consists of images from COCO with synthesized
text.

Figure D. Sample images from our real-world typographic attack dataset RTA-100. The dataset contains 1000 images composed of
100 categories.

F. Visualization
To visualize the changes in word information, we generate images conditioned on text prompts using VQGAN+CLIP [3].

Fig. F presents samples of generated images: the first row shows images generated with original VQGAN+CLIP, capturing



Figure E. Sample images of fonts we used. We use three fonts to write text: bold, normal, and italic.

Table B. Classification results on all original datasets
Method ImageNet Caltech Pets Cars Flowers Food Aircraft DTD SUN SAT Avg.

CLIP 62.02 88.64 87.35 58.72 66.32 84.14 18.99 44.57 61.74 42.98 61.55

Materzynska+ [12] 54.38 80.53 75.01 40.33 51.86 55.01 13.23 36.28 51.06 37.32 49.50
PAINT [8] 61.82 88.48 85.23 55.30 64.73 80.51 17.73 42.61 61.69 38.20 59.63
Ours 62.48 89.28 87.22 57.47 63.82 83.65 19.26 40.64 61.41 43.85 60.91

Table C. Classification results on all synthetic typographic attack datasets
Method ImageNet Caltech Pets Cars Flowers Food Aircraft DTD SUN SAT Avg.

CLIP 39.10 63.97 58.95 21.02 31.32 56.27 10.83 25.53 34.02 4.86 34.59

Materzynska+ [12] 44.91 74.73 63.61 15.79 34.95 43.41 8.28 33.03 39.52 16.22 37.44
PAINT [8] 55.9 83.57 76.53 33.44 54.92 72.94 14.46 36.60 53.62 17.31 49.93
Ours 49.83 79.54 72.88 28.64 44.12 67.79 14.49 31.6 43.50 9.65 44.20

CLIP

Ours

"peas" "cupcakes" "corn" "dune" "flower"

Figure F. Generated images conditioned on text prompts using VQGAN+CLIP. Originally, CLIP often generates text of prompts as it
is (top row) (e.g., “peas”, “corn”, “flower”). CLIP+Ours does not generate prompt texts in images, showing nonsense strings (bottom row).

the visual concepts of the prompt texts. In cases of “peas”, “corn”, and “flower”, the images show the words of the prompts.
The images generated with VQGAN+CLIP+Ours can also capture the visual concepts and do not show prompt text; instead,
they show nonsense strings. The experiment demonstrates words with DP lose little original meanings, ruining the text
information.
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