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Abstract

Detecting emotions evoked by art has been receiving
great attention recently. Although previous works provide
a variety of datasets consisting of art images and corre-
sponding emotion labels, little attention has been paid to
the continuous and dimensional characteristics of human
emotions, especially in the domain of art. We propose a
dataset for detecting visual sentiment from art images, D-
ViSA, whose labels consist of both categorical and dimen-
sional emotion labels which can be implemented in a wide
range of visual sentiment analysis research regarding art.
We compare several deep learning baselines in two specific
tasks, single-feature, and multi-feature dimensional emo-
tion regression. Our experiments lead to the conclusion that
our dataset is plausible for both regression tasks with deep
learning baselines. We assume that our dataset contributes
to the field of artwork analysis and provides insights into
human emotions evoked by art. The dataset is available at
https://github.com/dxlabskku/D-ViSA

1. Introduction

In recent years, visual sentiment recognition from im-

ages has been gaining more attention in the field of com-

puter vision research [4, 19, 51]. This research area has

a wide range of applications, ranging from general images

including human face and body images [64, 71], and art im-

ages, which can include more abstract and aesthetic mean-

ings [51, 57]. Among them, detecting emotions evoked by

art is considered one of the most crucial and demanding re-

search areas [1]. Art is a form of creative expression by

humans, which aims to be admired, stimulate contempla-

tion, and elicit emotional reactions [41]. Moreover, several

prior studies have shown that the ability to evoke emotional

responses through art is a desirable attribute, which can in-

fluence natural selection [3, 14, 17].

The primary intention behind the creation of most art-

works is to deliberately provoke emotional reactions in

*Corresponding author

viewers, who can often experience the emotions evoked by

the artwork. Among various categories of artworks, abstract

art stands out as a form originated by the sole purpose of

eliciting emotional reactions through non-representational

elements inherent in the artwork, such as, colors, lines,

shapes, and textures [67]. Typically, abstract art lacks con-

textual details, which could potentially influence the emo-

tions of observers [34], particularly challenging the exami-

nation of the emotion detection from it. Especially, abstract

expressionism is known for its non-representational use of

paint as a means of personal expression, emotions, inner ex-

periences, and subconscious thoughts [21]. This movement

aims to create diverse new visual languages and to pave the

way for a broader concept of abstract art [5].

Thus, the intrinsic nature of art images can be regarded

as distinct from that of natural images, which are often la-

beled based on their objective contents, focusing on the de-

picted objects or actions [8, 11]. Due to its diverse charac-

teristics, the domain of art images can provide valuable data

sources for defining semantically meaningful image analy-

sis tasks. Moreover, it presents a challenging opportunity

for neural networks to learn representations of a higher level

of abstraction, considering the non-figurative characteris-

tics [67]. To address the ambiguous and complex nature

of human emotions, the dimensional emotion theory has

gained prominence as a computational model for emotion

recognition [2, 36]. It suggests that emotions can be repre-

sented by points in a continuous multidimensional space,

rather than being solely categorized as sentiments (posi-

tive and negative) or emotion categories (e.g., excitement,

fear). Within this framework, emotions can be described

in terms of three dimensions: valence, arousal, and domi-

nance [40, 44, 54, 55].

Valence refers to the emotional tone of an experience,

where positive valence signifies a pleasant or happy feeling,

while negative valence represents an unpleasant or sad feel-

ing [53, 54, 56]. Arousal refers to the level of physiological

and psychological activation associated with an emotional

experience. The higher arousal emotions are typically in-

tense and energizing, whereas the lower arousal emotions

are calm and relaxing [53, 54, 56]. Dominance refers to the
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Figure 1. Examples with images and their corresponding categorical and VAD levels

degree of control or influence an emotional experience has

over an individual, with highly dominant emotions getting a

strong impact on behavior and thoughts, and less dominant

emotions getting a weaker impact [37]. The aim of dimen-

sional emotion detection is to provide a more nuanced un-

derstanding of the emotions conveyed by an image, moving

beyond simple categorizations such as “happy” or “sad”.

Thus, recent researchers in computer vision tend to focus on

continuous dimensional emotions, which can explain sub-

tle, complex, and continuous affective behaviors.

We aim to enhance the understanding of the emotions

evoked by art images. To achieve this, we present a dataset

comprising abstract expressionism art images, which have

been carefully annotated and validated with both categor-

ical and dimensional emotion labels. Figure 1 shows a

set of representative examples. Then, we attempt to ver-

ify whether the dimensional emotion detection tasks can be

effectively performed using deep neural networks on this

dataset. In addition to using simple images as input, we

aim to enhance the efficiency of dimensional emotion de-

tection by incorporating sparse categorical emotion label as

an additional feature. Our study has the potential to provide

notable insights into the emotional impact of artwork and

contribute to the fields of artwork analysis and curation.

To summarize, our contributions are outlined as follows.

• We introduce D-ViSA, a dataset of visual sentiment

evoked by art images annotated with dimensional emo-

tion labels, as well as categorical emotion labels.

• To the best of our knowledge, it is one of the first

efforts providing all three-dimensional emotion labels

coupled with art images, validating its plausibility for

dimensional emotion prediction.

• Leveraging D-ViSA, we present a novel deep learning

framework, which incorporates both images and their

categorical labels as input features, enhancing the per-

formance on the dimensional emotion prediction task.

2. Related Work
Visual sentiment analysis and detection have garnered

attention due to their relevance in not only computer vi-

sion but psychology studies. By incorporating such datasets

and dimensional labels, studies have been conducted to deal

with more detailed and abundant human emotions.

2.1. Employing Dimensional Emotion

To gain a more comprehensive representation on the af-

fective states of the subjects in human facial expression re-

search [7, 25, 52] and general-topic image research [26,

35, 42, 49, 73], researchers have put efforts to optimize

the annotation process based on the characteristics of given

data. One notable example is the Interactive Emotional

Dyadic Motion Capture (IEMOCAP) dataset [7], comprised

total of 10,000 videos featuring ten speakers, annotated by

a minimum of three annotators. In addition to the emo-

tion labels following Ekman’s definition, IEMOCAP of-

fers rich primitive attributes: valence, arousal, and domi-

nance. REmote COLlaborative and Affective (RECOLA)

database [52] utilizes a comprehensive dataset that includes

audio, video, electrocardiogram (ECG), and electrodermal

activity (EDA) modalities. The dataset consists of 9.5

hours of recordings from 46 French-speaking participants

engaged in a collaborative task during a video conference.

For each recording, the V-A annotations are annotated by

six French-speaking annotators.

Apart from datasets focusing on facial expression, the

Nencki Affective Picture System (NAPS) [35] is a collec-

tion of 1,356 high-quality photographs consists of general

objects and landscapes. A total of 204 participants, primar-

ily from Europe, rated these images using a 9-point bipo-

lar semantic sliding scale to measure VA and approach-

avoidance dimensions. EMOTIC [26] is another image

database with people in real-life environments. It combines

images from three online sites [33, 75] and Google, and em-

ploys annotators from crowdsourcing. The dataset includes

18,316 images and annotations covering 26 emotion cate-

gories and the 10-point VAD dimensions.

By incorporating such datasets and dimensional labels,

studies have been conducted to deal with more detailed and

abundant human emotions. Some studies using general im-

ages including social media images are conducted [42, 73],

improving not only the understanding on emotion analysis
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but also network architectures used for studies. Moreover,

various attempts are made for continuous human emotion

recognition tasks [13, 29, 59, 63, 64].

2.2. Art Emotion Dataset

The paintings can elicit emotional responses in viewers,

enabling researchers to leverage the presentation of paint-

ings to induce specific emotional states, and to investigate

on the associated cognitive and physiological processes.

Therefore, painting datasets for emotional research assumes

critical significance, with WikiArt [41], ArtEmis [1], ab-

stract paintings [34] emerging as widely used resources in

this domain of research [6, 9, 51].

Both WikiArt emotions dataset [41] and ArtEmis

dataset [1] consist of a collection of more than 4,000 art

images sourced from the WikiArt database. Also, both are

annotated through crowdsourcing. The former is labeled

with 19 emotions derived from previous studies [18, 39,

43, 47, 50, 60, 61]. The images of ArtEmis are also la-

beled based on previous studies [34, 68, 69, 72], annota-

tors identified the dominant emotion they perceived from

the given artwork and provided a grounded explanation for

the choice. For abstract paintings dataset [34] which is pro-

posed to explore and advance techniques for extracting and

integrating low-level features that represent the emotional

content of images. A collection of 228 abstract paintings

are peer rated through web-survey by 230 annotators, cate-

gorized based on Mikel’s emotions [38].

Hence, partial attempts to adopt the utilization of con-

tinuous labels have also been done in the realm of affec-

tive computing studies for art. Notably, two prominent

positive-negative emotional valence datasets that have been

extensively utilized in research are the Museum of Mod-

ern and Contemporary Art of Trento and Rovereto dataset

(MART) [57, 67], and the deviantArt dataset (devArt) [57].

The MART comprises 500 abstract paintings carefully

selected from the art collection of the MART museum in

Rovereto. In contrast, the devArt includes 500 abstract

paintings sourced from amateur artists in the online art com-

munity. To measure the positive-negative scale values in the

MART, a total of 100 annotators provided the scoring for

the positive-negative scale using both Absolute Scale scores

and Relative scores. Conversely, the devArt solely utilized

Relative scores for positive-negative measurement.

Multiple datasets have been employed in visual senti-

ment studies, accompanied by the development of numer-

ous sentiment analysis models. Despite the availability of

emotion labels for human facial expressions or social media

images, the scarcity of datasets containing both categorical

emotion labels and VAD levels specifically for art painting

images is evident. Furthermore, along with the attempts to

employ both categorical and dimensional emotion labels to

form better affective recognition using textual data [15, 46],

deploying both resources while modeling with image data

could be taken into account.

3. D-ViSA

D-ViSA, a collection of 2,782 abstract art images accom-

panied by two types of labels indicating categorical emo-

tions and dimensional emotions, is proposed. The proce-

dures for building this dataset are presented as follows.

3.1. Data Collection and Annotation

We built a dataset of abstract art images, distinguish-

ing those from social media or facial images. To achieve

this, we collected abstract expressionist art images from the

WikiArt [41]. This database is a collection of publicly avail-

able art images, which is organized by over 250,000 images

originating from different art movements and genres. For

our dataset, we carefully selected a subset of 2,782 abstract

expressionist art images from the WikiArt database.

To ensure the dataset was labeled with a high level of

credibility, we formed a team of three annotators, who pos-

sessed relevant credentials [28]. All annotators had back-

grounds in Fine Arts, and completed both undergraduate

and master’s degrees in this field. While emotions can be

influenced by a number of factors, they are considered to

be high-level cognitive processes, which exhibit a certain

level of stability and universality across individuals and cul-

tures [45]. It allowed us to generalize the emotional labels

based on the opinions of these selected individuals.

For the categorical emotion labels, the annotators were

provided with a set of instructions [31]. They were given

a set of eight basic emotion categories (excitement, amuse-

ment, contentment, awe, sadness, anger, disgust, and fear)

suggested by Mikel [38]. They were then asked to select

one or more emotional labels based on the feelings evoked

by viewing each given image. Subsequently, to assign di-

mensional emotion labels, the experimenter checked that

annotators were equipped with comprehensive instructional

materials considering dimensional emotions, ensuring their

understanding of the concept. They were provided with the

NRC-VAD Lexicon [40], which includes a range of emo-

tions and their corresponding Valence-Arousal-Dominance

(VAD) labels, as well as Mikel’s emotion wheel as supple-

mentary material. Using them as notable references, the

annotators were instructed to rate the VAD levels for each

art image on a scale ranging from 0 to 1 [40].

The annotation procedures were carried out via online

websites. They presented each art image along with textual

information including the author, title, and published year.

It allowed the annotators to enter one or more categorical

emotion labels and to rate the VAD levels for each image

through designated input boxes. The questionnaire items

associated with each input box were presented as follows:
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1. Categorical emotion: Please select one or more emo-

tions evoked by the displayed artwork from the fol-

lowing options: excitement, amusement, contentment,

awe, sadness, anger, disgust, and fear.

2. Valence: On a scale from 0 to 1, please rate the level

of positivity or negativity of the emotion evoked by the

artwork (0: negative emotion, 1: positive emotion).

3. Arousal: On a scale from 0 to 1, please rate the level

of physical excitement evoked by the artwork (0: no

excitement, 1: the greatest excitement).

4. Dominance: On a scale from 0 to 1, please rate the

level of perceived control or loss of control evoked by

the artwork (The higher level suggests a stronger sense

of dominance or loss of control).

3.2. Data Validation

A total of 2,782 art images were sequentially displayed

and labeled by three annotators. As a result, we simulta-

neously obtained three categorical emotion labels and VAD

levels on each image. To finalize the labels/levels, we ag-

gregated the ratings from all annotators as follows:

• Categorical emotion label: The final categorical emo-

tion label for each art image was determined by select-

ing the most frequently occurring labels.

• VAD levels: The final values of the Valence, Arousal,

and Dominance dimensions were determined by com-

puting the mean value of the respective ratings pro-

vided by the annotators.

In the following three cases, additional inspection was

conducted. The first case involved instances where the cat-

egorical emotion labels could not be determined by utilizing

the most frequently occurring labels, due to conflicting an-

notations (e.g., one contentment, one excitement, and one

amusement label from the three annotators). The second

case occurred when the aggregated combination of categor-

ical emotion labels exhibited a mixture of highly positive

emotions (e.g., excitement) and strongly negative emotions

(e.g., anger). The last case is some instances, where errors

were identified in the procedures, such as missing labels or

inappropriate ranges in the VAD levels. In such cases, fur-

ther inspection was carried out to examine the final single

categorical emotion label.

To validate the categorical labels, we followed the sim-

ilar approach done on several prior works on image classi-

fication tasks [58], by recruiting three inspectors, who had

extensive experience in data annotations and labeling proce-

dures. First, each inspector was asked to pick a single cate-

gorical label among the aggregation of all categorical emo-

tion inputs provided by the annotators for each image. The

selected single categorical emotion became the final cate-

gorical emotion label (efinal) for the corresponding image.

For dimensional labels, Figure 2 shows the procedures of

the finalized VAD levels (V ADfinal).

3.3. Descriptive Statistics of Datasets

Table 1 presents the descriptive statistics of the dataset,

providing an overview of the distribution of categorical

emotion labels with VAD levels. fear (584, 21%) label was

the most frequently employed label, followed by content-
ment label (441, 16%), while anger (105, 4%) label was the

least annotated label among the eight emotion categories.

In Figure 3, we present the correlation among the VAD

dimensions, which are presented by calculating Pearson’s

correlation coefficient (r) based on the VAD levels assigned

to the art images [12]. The correlation matrix reveals a

strong positive correlation between arousal and dominance

(r = 0.84). However, in contrast, the correlations between

valence and arousal, as well as valence and dominance, are

low (r = -0.06 and 0.04, respectively).

Figure 4 shows the correlation results among the aver-

age VAD levels for the emotions. The correlation values

between negative (anger, sadness, fear) and positive (con-
tentment, amusement, and excitement) emotions tend to be

highly negative, approaching -1, as these emotions repre-

sent opposite ends of the emotional spectrum. However,

Figure 2. Summary of the annotation procedures (VAD levels)

# of samples (%)
Mean (Standard deviation)

V A D

fea 587 (21%) .20 (.10) .60 (.18) .53 (.19)

con 441 (16%) .68 (.11) .41 (.20) .40 (.19)

awe 376 (14%) .60 (.17) .63 (.19) .57 (.21)

sad 375 (13%) .24 (.10) .49 (.19) .44 (.21)

exc 344 (12%) .65 (.13) .56 (.14) .53 (.16)

amu 305 (11%) .67 (.11) .53 (.15) .48 (.17)

dis 249 (9%) .23 (.10) .55 (.17) .50 (.19)

ang 105 (4%) .27 (.11) .58 (.17) .51 (.15)

Total 2,782 (100%) .45 (.24) .54 (.19) .50 (.20)

Table 1. Overall statistics of each emotion category
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Figure 3. Pearson’s correlation coefficients among VAD levels

Figure 4. Pearson’s correlation coefficients of mean VAD levels

between eight emotion categories

the correlation between awe and other emotions varies be-

tween -0.11 and 0.35. It is because awe is one of the emo-

tions, which can encompass both negative and positive feel-

ings [41]. We also present several examples with their cor-

responding VAD levels (Figure 1).

4. Detecting Emotions Evoked by Art
Our approach focuses on validating the plausibility of

our dataset, D-ViSA, by employing deep learning models

to assess their ability to accurately capture semantic fea-

tures and detect emotions from art images. For achieving

this purpose, we train a three-dimensional image regres-

sion model so that it could predict true VAD levels of our

dataset from the corresponding artwork. To predict VAD

levels from art images, we implemented two frameworks: a

single-feature regression framework for utilizing only the

image as an input, and a multi-feature regression frame-

work for incorporating both the image and its emotion label.

In both frameworks, Mean Squared Error (MSE), which

is a commonly used loss function by computing the dis-

crepancy between predicted values and ground truth labels,

was implemented as the loss function for regression. It en-

ables to update the gradients during the training procedures.

We provide more detailed information on the experimental

setup and implementation of two frameworks as follows:

LMSE(ydim, ŷdim) =
1

n

n∑

i=1

(yidim − ŷidim)2 (1)

where n refers to 3 (e.g., valence, arousal, and domi-

nance). In addition, ydim and ŷdim represent true and pre-

dicted VAD levels, respectively.

4.1. Single-feature Dimensional Emotion Prediction

In the single feature dimensional emotion regression

task, the final layer comprises a three-dimensional fully-

connected layer. Each dimension of this layer represents

valence, arousal, and dominance ranging from 0 to 1. The

model extracts n-dimensional image features from each in-

put image. These image features capture the relevant in-

formation necessary for predicting the dimensional emo-

tions. The extracted features are then passed to the final

fully-connected layer, which produces a three-dimensional

vector representing the predicted VAD levels.

4.2. Multi-feature Dimensional Emotion Prediction

In the multi-feature dimensional emotion regression

task, the final layer of the model also consists of a three-

dimensional fully-connected layer, with each dimension

representing valence, arousal, and dominance. In addition

to extracting the n-dimensional image feature using each

baseline model, the multi-feature model incorporates an ad-

ditional input feature: the one-hot encoded categorical emo-

tion label corresponding to the input image. This categori-

cal emotion label feature is extended from 8 dimensions to

n dimensions using a single fully-connected layer, aligning

its size with the extracted image feature. The n-dimensional

image and the extended categorical emotion label features

are then concatenated to create a 2n-dimensional final fea-

ture representation. The concatenated feature is passed

into the final fully-connected layer, which outputs a three-

dimensional vector representing the predicted VAD levels.

5. Experiments

The experiments were conducted with a single RTX

A6000 48GB GPU and Python 3.8. We used Pytorch [48]

to implement our models. The dataset was split into train

and test sets (8:2). Moreover, 10% of the train set was fur-

ther split and employed as a validation set for monitoring

the training performance of a model. Thus, the samples

of training, validation, and test sets are counted as 2,002

(72%), 223 (8%), and 557 (20%), respectively. To enhance

the training procedures, data augmentation techniques, hor-

izontal flip, and random-resized crop [10], were applied for

the training set. We implemented the Adam optimizer [24]

with a learning rate set to 0.01. We employed a batch size of

32 and trained the models for 50 epochs [30, 22]. Through-

out the training session, we periodically saved the model

and finally chose the best-performing one with the lowest

validation loss. To evaluate the performance of the VAD re-

gression, we calculated a Pearson’s correlation coefficient
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Single-feature regression Multi-feature regression

Test Validation Test Validation

V A D V A D V A D V A D

VGG16 [62] - 0.19 0.23 0.14 0.17 0.22 0.87 0.36 0.31 0.89 0.43 0.30

AlexNet [27] - - - - - - 0.87 0.34 0.30 0.88 0.43 0.31

ResNet-50 [20] 0.50 0.24 0.24 0.45 0.21 0.25 0.87 0.34 0.34 0.88 0.46 0.39

PDANet [74] 0.53 0.27 0.27 0.56 0.23 0.31 0.89 0.41 0.36 0.89 0.40 0.38

ViT [16] 0.39 0.08 0.09 0.33 - 0.17 0.48 0.26 0.18 0.49 0.20 0.26

Zhang et al. [70] 0.35 0.21 0.18 0.30 0.19 0.25 0.85 0.34 0.22 0.86 0.33 0.25
Table 2. The overall performance of single-feature regression and multi-feature regression models on D-ViSA. Pearson’s correlation coeffi-

cients were derived to evaluate the performance.

(r), which is known for its strength in providing stable eval-

uation even with different scaling factors and various train-

ing objectives, between the predicted and actual VAD lev-

els, following the methodology outlined by several prior re-

search [46, 65, 66]. The formula is presented as follows:

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(2)

where x ∈ X , y ∈ Y . In detail, X refers to “pre-
dicted VAD levels”, while Y “refers to ground truth VAD
levels” [32]. n, x̄, and ȳ indicate the number of data points,

sample mean of X, and sample mean of Y, respectively.

We evaluate our dataset using several deep-learning

models, as common baselines: VGG16 [62], AlexNet [27],

and ResNet-50 [20], which were fine-tuned with the initial

pre-trained weights and without parameter freezing, by us-

ing 448×448 resized images [23]. Moreover, we employed

three state-of-the-art models as follows: PDANet [74], Vi-
sion Transformer (ViT) [16], and Zhang et al. [70]. These

models were trained with the objective of accurately pre-

dicting the three-dimensional VAD labels.

6. Results
Table 2 shows the Pearson’s correlation coefficients for

each dimension of predicted VAD levels by the six deep

learning baseline models for two experimental tasks (single-

feature and multi-feature regression tasks). The overall

performance indicates that D-ViSA is sufficiently imple-

mentable for dimensional emotion detection tasks, achiev-

ing considerable evaluation scores. In the single-feature re-

gression task, PDANet, one of the state-of-the-art models,

demonstrated the highest performance on both the test and

validation sets among the baselines.

In the multi-feature regression task, PDANet exhibited

the highest performance in predicting Valence, Arousal,

and Dominance in the test set, and Valence in the valida-

tion set. For Arousal and Dominance in the validation set,

ResNet-50 achieved the best scores of 0.46 and 0.39, re-

spectively. Generally, the multi-feature regression models

outperformed the single-feature regression models, indicat-

ing that the proposed multi-feature regression framework

can generate better representations capturing affective fea-

tures from both art images and categorical emotion labels.

7. Conclusion
We present D-ViSA, a dataset for visual sentiment de-

rived from art images. D-ViSA comprises a total of 2,782

abstract expressionism art images, accompanied by their

corresponding single categorical and three-dimensional

emotion labels. The categorical emotion labels are based

on Mikel’s eight emotion categories. Then, each art image

in the dataset is finally assigned to one of these categorical

emotion labels with three-dimensional emotion levels.

We conducted two VAD regression tasks (single-feature

and multi-feature) with several baselines using art images

input to predict three-dimensional VAD levels. The results

obtained from these experiments demonstrated reasonable

performance, indicating that D-ViSA is well-suited for di-

mensional emotion detection tasks. Furthermore, we ob-

served that incorporating an additional categorical emotion

feature into the regression task improved overall perfor-

mance across the different deep-learning baselines.

These findings suggest that the combination of categor-

ical and dimensional emotion features enhances the ability

to accurately recognize and predict emotional characteris-

tics in art images. Thus, D-ViSA offers a valuable resource

for conducting dimensional emotion detection research in

the field of art analysis.

We believe our dataset is a valuable resource for re-

searchers who are interested in exploring the relationship

between art and emotions using both categorical and di-

mensional emotion labels. Its availability may broaden the

visual sentiment research domains, leading to new insights

into how artwork evokes emotions and how these emotions

are related to different dimensions of affective experiences.
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