
BiLMa: Bidirectional Local-Matching for Text-based Person Re-identification

Takuro Fujii
Yokohama National University

tkr.fujii.ynu@gmail.com

Shuhei Tarashima
NTT Communications Corporation

tarashima@acm.org

Abstract

Text-based person re-identification (TBPReID) aims to
retrieve person images represented by a given textual query.
In this task, how to effectively align images and texts glob-
ally and locally is a crucial challenge. Recent works have
obtained high performances by solving Masked Language
Modeling (MLM) to align image/text parts. However, they
only performed uni-directional (i.e., from image to text)
local-matching, leaving room for improvement by intro-
ducing opposite-directional (i.e., from text to image) local-
matching. In this work, we introduce Bidirectional Local-
Matching (BiLMa) framework that jointly optimize MLM
and Masked Image Modeling (MIM) in TBPReID model
training. With this framework, our model is trained so as the
labels of randomly masked both image and text tokens are
predicted by unmasked tokens. In addition, to narrow the
semantic gap between image and text in MIM, we propose
Semantic MIM (SemMIM), in which the labels of masked
image tokens are automatically given by a state-of-the-art
human parser. Experimental results demonstrate that our
BiLMa framework with SemMIM achieves state-of-the-art
Rank@1 and mAP scores on three benchmarks.

1. Introduction
Text-based person re-identification (TBPReID) [11]

aims to retrieve a target person from an image pool given
a textual query. Since text queries are more user-friendly
than image queries, TBPReID has been more and more ex-
pected to benefit various applications of surveillance and
public safety. Existing literatures focus on how to align im-
ages and texts globally [23, 22] and/or locally [10, 4]. Par-
ticularly, recent works have demonstrated the importance
of image-text local-matching [15, 20], and state-of-the-art
(SOTA) methods [8, 12, 1] employ Masked Language Mod-
eling (MLM) to align parts between image and text.

Note that, in these MLM-based TBPReID methods, a
model is trained via predicting the labels of masked text
tokens using unmasked image and text tokens as shown in
the top of Figure 1. We argue that, however, these methods
does not fully exploit local alignment between images and
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Figure 1. Overview of widely-used Uni-Directional Local-
Matching and our Bidirectional Local-Matching (BiLMa). BiLMa
exploits clues from both images and texts.

texts, because matching is performed only uni-directionally
(i.e., from image to text). Local-matching of the opposite
direction (i.e., from text to image) could also contribute to
align semantically similar local image tokens (i.e., patches)
with corresponding text parts, but this research direction has
not been explored in the literature.

In this work, we propose Bidirectional Local-Matching
(BiLMa) framework that can enhance local image-text
alignment by jointly optimizing image-to-text MLM and
text-to-image Masked Image Modeling (MIM), as illus-
trated in the bottom of Figure 1. In our BiLMa framework,
TBPReID models are trained through predicting the labels
of randomly masked both image and text tokens by all the
unmasked tokens.

Notice that a straightforward approach to perform MIM
in our BiLMa is to adapt existing methods [19, 2, 3, 17],
which are formulated as reconstruction problems. How-
ever, we empirically found that solving reconstruction in
TBPReID training is difficult (cf. §A.5 in the supplemen-
tary material), since it suffers huge semantic gap between
modalities. To address this issue, we additionally propose
a novel MIM method, named Semantic MIM (SemMIM).
In our SemMIM, we formulate the MIM as a prediction
of semantic labels for randomly masked image tokens by
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unmasked image and text tokens. With a SOTA human
parser [9], we show that the semantic labels of tokens (i.e.,
patches) can be automatically obtained.

Experimental results demonstrate that our BiLMa with
SemMIM achieves SOTA Rank@1 and mAP scores on
three TBPReID benchmarks. We also show that incorporat-
ing both MLM and MIM in TBPReID training (i.e., BiLMa
framework) leads to higher performances than the models
with either MLM or MIM. To summarize, our contributions
are threefold: (1) We propose Bidirectional Local-Matching
(BiMLa) framework that jointly optimize MLM and MIM
in TBPReID training. (2) We propose Semantic MIM (Sem-
MIM) that can make MIM in TBPReID training tractable.
(3) Experimental results demonstrate that our BiLMa with
SemMIM achieves SOTA Rank@1 and mAP on three pub-
lic benchmarks.

2. Related Work

Text-based Person Re-identification (TBPReID). This
task was firstly introduced by [11] with a benchmark
dataset. In this line of research, various solutions [7,
22, 10, 20] have been proposed, sparked by progress in
the Vision-and-Language field. Particularly, recent works
have achieved state-of-the-art performances by introducing
Masked Language Modeling (MLM). PLIP [12] predicts
masked textual tokens by masked textual tokens and vi-
sual tokens to construct the correlation between images and
texts. IRRA [8] predicts masked tokens by the rest of un-
masked textual tokens and visual tokens to align image and
text contextualized representations and to model local de-
pendencies. However, their MLM methods perform only
uni-directional local-matching (i.e., from image to text),
leaving room for improvement by introducing opposite-
directional (i.e., from text to image) local-matching. In our
work, we implement bidirectional local-matching to locally
align images and texts more strongly by jointly optimizing
image-to-text MLM and text-to-image MIM.
Masked Image Modeling (MIM). MIM is originally de-
signed for self-supervised visual learning. There are vari-
ous MIM strategies [3, 19, 2], all of which are formulated
as reconstruction problems of randomly masked visual to-
kens (i.e., patches) by unmasked tokens. However, we em-
pirically found that image reconstruction from texts is dif-
ficult and not effective in TBPReID due to huge semantic
gap between modalities (cf. §A.5). In our work, we design
a novel MIM strategy, named Semantic MIM (SemMIM),
for TBPReID to predict semantic labels of masked patches
with textual and visual tokens.

3. Method

Our BiLMa framework can be easily deployed on top
of any Transformer-based vision-language models. As a
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Figure 2. Overview of our BiLMa that uses ID and SDM loss for
global-matching and MLM and SemMIM for local-matching.

proof-of-concept, here we build BiLMa models based on
IRRA [8], which is a SOTA TBPReID model at the time
of this submission. In this section, we first introduce IRRA
briefly, then detail our proposed BiLMa and SemMIM.

3.1. IRRA [8]

IRRA is based on CLIP [13] image/text encoders. The
image encoder takes an image I to produce a sequence of
visual tokens, each of which represents a non-overlapping
local token or a learnable [CLS] embedding. We represent
the output of image encoder as hV = {hV

cls,h
V
1 , ...,h

V
Nv

},
where Nv is the number of tokens. Similarly, the text en-
coder takes an input text to produce a sequence of text to-
kens, each of which corresponds to a subword token or
[SOS]/[EOS] tokens. The output of the text encoder is
represented as hT = {hT

sos,h
T
1 , ...,h

T
Nt

,hT
eos}, where Nt

is its token length.
IRRA employs Masked Language Modeling (MLM) to

train the whole model. Specifically, during training, IRRA
randomly replaces a portion of text tokens as a learnable
[MASK] tokens. All the unmasked hV and hT tokens are
fed into an extra encoder, which produces embeddings for
correctly predicting the labels of masked tokens.

The loss function to train IRRA models is the weighted
sum of SDM loss Lsdm [8] and ID loss Lid [23] for global-
matching, and MLM loss Lmlm for local-matching. SDM
loss is a KL-divergence between cosine similarity distri-
butions of image-text pairs in mini-batch and true distri-
bution, and ID loss is instance-level intra-modal matching
loss. Please refer to Equation (1)-(4) in our supplementary
material and the original papers [8, 23] for more details.
The MLM loss is a sum of Cross-Entropy between masked
textual tokens and its labels, which is defined as follows:

Lmlm = − 1

|Mt||V|
∑

i∈Mt

∑
j∈|V|

yi
j log

exp(mTm
i,j )∑|V|

k=1 exp(m
Tm
i,k )

, (1)

where Mt denotes the set of masked textual tokens and V
is the text vocabulary. yij is 1 if the true label of i-th masked

token is j-th vocablary in V , and 0 otherwise. {mTm
i,j }

|V|
j=1

is the probability of j-th word in V of i-th masked textual
token.
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3.2. Bidirectional Local-Matching (BiLMa)

BiLMa framework is illustrated in Figure 2 and 3. When
we train TBPReID models with this framework, not only
text tokens but also image tokens are randomly masked,
then their labels are predicted by unmasked image and text
tokens. More specifically, unmasked image and text tokens
are fed into Cross-Modal Encoder (CME) to produce vec-
tors for predicting the labels of masked image and text to-
kens. The model parameters are optimized via jointly min-
imizing MLM loss (cf., §3.1) and MIM loss detailed later.

[CLS] Embedding        Local Embedding        Masked Embedding
[MASK] Masked Token      Masked Patch     exploit semantic area  

MLM Head MIM Head

× 𝐿

black, shirt, ... hair, pants, ...

The man is wearing a black 
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white collar and grey shorts …
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short sleeved polo [MASK] with a 
white collar and [MASK] shorts …
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Figure 3. (Left) Cross-Model Encoder of BiLMa. (Right) MLM
and our SemMIM. BiLMa enables a network to exploit vi-
sual/textual semantic area corresponding to masked textual/visual
tokens via MLM/SemMIM.

Cross-Modal Encoder (CME). As shown in the left of Fig-
ure 3, CME consists of L-layer Transformer blocks, MLM
head, and Masked Image Modeling (MIM) head. Given
image/text encoder outputs hV/T (cf., §3.1), we randomly
mask a portion of them to obtain masked image/text embed-
dings hVm/Tm . Unmasked image tokens hV and masked
text tokens hTm are concatenated to be fed into the Trans-
former blocks, then the resulting tokens corresponding to
the masked tokens are further fed into the MLM head to
produce logit vectors for classification of masked words.
Similarly, unmasked text tokens hT and masked image to-
kens hVm are concatenated to be fed into the same Trans-
former blocks, then the resulting tokens corresponding to
the masked tokens are further fed into the MIM head to
produce logit vectors for classification of masked image to-
kens. Notice that we compose both MLM and MIM heads
as multi-layer perceptrons of 2-layer with GELU and layer
normalization. CME is removed during inference stage.

3.3. Semantic Masked Image Modeling (SemMIM)

To make text-to-image local-matching more tractable,
we further propose a novel MIM method, named Semantic
MIM (SemMIM). In a nutshell, given the outputs of MIM
head (i.e., logit vectors corresponding to the masked image
tokens) and their ground truth semantic labels (e.g., hair,
pants as shown in the right of Figure 3), SemMIM optimize
a model so as to minimize the loss of token label classifi-

cation. Formally, the MIM loss Lmim is the sum of Cross-
Entropy between masked image tokens and its semantic la-
bels, which is defined as follows:

Lmim = − 1

|Mv||C|
∑

i∈MV

∑
j∈|C|

yi
j log

exp(mVm
i,j )∑|C|

k=1 exp(m
Vm
i,k )

, (2)

where Mv denotes the set of masked image tokens and
C is the label set for tokens. yij is 1 if the true label of
i-th masked image token is j-th label in C, and 0 other-
wise. {mVm

i,k }
|C|
j=1 is the probability of j-th label in C of

i-th masked image token.
A straightforward approach to obtain such semantic la-

bels is manual annotation, which is apparently costly and
even error-prone. Therefore, we propose to introduce SOTA
human parsing models to automatically give semantic labels
to tokens. Specifically, given an human parser ϕ, we feed
all the training images to ϕ to obtain pixel-wise semantic
labels. For each token that corresponds to an image token,
its semantic label is determined as the most frequent label
within the token. In this work we employ a SOTA human
parser [9] as ϕ. Exemplar parsing results are shown in §A.4
of our supplemental material .

This method enables to exploit the textual semantic area
corresponding to masked image tokens, and make ties be-
tween them stronger. This exploitation process is illus-
trated in the bottom-right of Figure 3. Multi-task learning
of MLM and SemMIM can achieve BiLMa, both image-to-
text and text-to-image local-matching.

3.4. Loss Function

We train our model via minimizing the following loss L:

L = Lid + Lsdm + αLmlm + βLmim. (3)
α and β are hyperparameters to control the contribution of
MLM and SemMIM, respectively.

4. Experiment
We conduct experiments on three popular bench-

marks: CUHK-PEDES [11], ICFG-PEDES [5], and RSTP-
Reid [24]. We employ widely-used Rank@K (K =
1, 5, 10, R@K for brevity) and mean Average Precision
(mAP) as evaluation metrics, in both of which the higher
is better. We compare our approach with 6 SOTA meth-
ods including ISANet [21], LBUL [18], AXM-Net [6],
LGUR [14], IVT [16], CFine [20], and IRRA [8]. Due to
page limitations, we leave the details of benchmarks and
our implementations (including the selection of the human
parser) in our supplementary material.

4.1. Comparisons with SOTA Models

The overall results on each dataset are shown in Table
1. For each dataset, we tuned the patch mask rate mp and
SemMIM loss weight β using a grid search and report the
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Method CUHK-PEDES ICFG-PEDES RSTPReid
R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

ISANet [21] 63.92 82.15 87.69 - 57.73 75.42 81.72 - - - - -
LBUL [18] 64.04 82.66 87.22 - - - - - 45.55 68.20 77.85 -
AXM-Net [6] 64.44 80.52 86.77 58.73 - - - - - - - -
LGUR [14] 65.25 83.12 89.00 - 59.20 75.32 81.56 - - - - -
IVT [16] 65.59 83.11 89.21 - 56.04 73.60 80.22 - 46.70 70.00 78.80 -
CFine [20] 69.57 85.93 91.15 - 60.83 76.55 82.42 - 50.55 72.50 81.60 -
IRRA [8] 73.38 89.93 93.71 66.13 63.46 80.25 85.82 38.06 60.20 81.30 88.20 47.17

BiLMa w/ SemMIM (Ours) 74.03 89.59 93.62 66.57 63.83 80.15 85.74 38.26 61.20 81.50 88.80 48.51

Table 1. Performance comparisons with state-of-the-art methods on CUHK-PEDES, ICFG-PEDES and RSTPReid datasets.

Components CUHK-PEDES ICFG-PEDES RSTPReid
MLM SemMIM R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

73.01 88.92 93.58 65.62 63.09 80.00 85.62 37.99 59.50 80.55 88.35 47.06
✓ 73.16 89.52 93.63 66.00 63.60 80.29 85.70 38.12 59.05 80.35 87.95 46.29

✓ 73.55 89.41 93.54 66.28 63.08 80.11 85.63 37.97 59.40 80.70 87.35 46.05
✓ ✓ 74.03 89.59 93.62 66.57 63.83 80.15 85.74 38.26 61.20 81.50 88.80 48.51

Table 2. Ablation study on each component of BiLMa on CUHK-PEDES, ICFG-PEDES and RSTPReid datasets.

best results, while other results are described in §A.6. Fol-
lowing [8], the token mask rate mt and MLM loss weight α
is set to mt = 0.15 and α = 1.0.

We can clearly see that our approach (BiLMa w/ Sem-
MIM) achieves the best Rank@1 and mAP on all the
datasets. Particularly, compared to the best scores of exist-
ing methods, Rank@1 of our approach on CUHK-PEDES
is 0.56% higher while mAP of ours on ICFG-PEDES is
0.37% better. On RSTPReid, ours achieves SOTA for all
the metrics including Rank@1,5,10 and mAP. These results
indicate the superiority and the generalization ability of our
proposed approach.

4.2. Ablation Study

Next, we analyze the contribution of our proposals. Ta-
ble 2 shows the results of our ablative models on three
datasets. From this table, we can observe that using
both MLM and SemMIM (i.e., BiLMa framework) tend
to achieve the best performance, indicating the good com-
patibility of SemMIM with MLM. Notice that our Sem-
MIM can be solely used without MLM. Interestingly, in
several cases, our model with only SemMIM outperforms
the model with only MLM, which implies the strong ability
of SemMIM for TBPReID model training. We also observe
that our SemMIM outperforms other three MIM methods,
detailed in §A.5 of the supplemental material due to page
limitations.

4.3. Qualitative Analysis

Figure 4 shows two top-5 retrieval results of our
model (3rd row) given a textual query shown at the top.
Results of 1st and 2nd rows are our ablative models
comprising only MLM or SemMIM, respectively. An
image with a green frame is true positive while the

The person is wearing tan khakis 
and white shoes and is carrying a 
very large white backpack.

MLM

SemMIM

BiLMa
(MLM + SemMIM)

A woman wearing a floral print 
t-shirt, a pair of tight-fitting 
blue jeans, a pair of boots.

Rank@1 Rank@5 Rank@1 Rank@5

Figure 4. Comparison of top-5 retrieved results on CUHK-PEDES
between ablative models with only MLM or SemMIM and BiLMa
with both MLM and SemMIM for each text query.

one with a red frame is false positive. For clarity,
phrases and their corresponding tokens are made the same
color. These results show that our BiLMa w/ SemMIM
can retrieve correct person more correctly. One pos-
sible reason of this superiority is that BiLMa can dis-
criminate very large white backpack, boots,
white backpack, tight-fitting, and boots cor-
rectly.

5. Conclusion
In this work, we proposed Bidirectional Local-Matching

(BiLMa) framework that jointly optimizes MLM and MIM
in TBPReID model training. We also proposed Seman-
tic Masked Image Modeling (SemMIM) to make text-
to-image local-matching more tractable. Experiments on
three TBPReID benchmarks demonstrate that our BiLMa
w/ SemMIM achieves SOTA Rank@1 and mAP on all the
datasets. As our future research, we plan to (1) find more
helpful Masked Image/Language Modeling strategies, (2)
investigate the influence of human parser’s errors and con-
sider a way to cover them.
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