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Figure 1: Illustration of a practical use case of our proposed method. The owner takes a picture and protects it using a

watermark (represented by a ∗). The attacker then produces a Deepfake (DF) using the said image as target (or source).

Then, the publisher (usually a social network) applies some Image Processing (IP) before publishing (re-scale, compression,

...). Finally, a viewer can verify whether the watermark is present using the detector Dρ and where the image was modified.

Abstract

Most existing contributions in the field of Deepfake de-
tection focus on passive detection methods, where the de-
tector only analyzes the doctored image. However, this
approach often lacks the ability to generalize to unseen
data and struggles to detect Deepfakes generated using new
deepfake models. To address this limitation, our paper
proposes an active detection approach, where we have ac-
cess to the image before the Deepfake is generated. Our
solution involves applying a watermark that disappears
in modified regions, allowing our detector to identify im-
age modifications and localize them accurately. Addition-
ally, we incorporate a compression module into our train-
ing pipeline to enhance the watermark’s robustness against

JPEG compression. Experimental results demonstrate the
effectiveness of our proposed solution, achieving a remark-
able detection accuracy of 97.83% while maintaining sig-
nificantly higher image quality compared to previous works.
Furthermore, by incorporating the compression module in
the training pipeline, we improve the detection accuracy
on compressed samples, albeit with a slight decrease in
accuracy for non-compressed samples. This contribution
also provides a valuable tool for video owners to verify if
their videos have been tampered with and safeguard them
against unauthorized use. The code of the proposed frame-
work is available at https://github.com/beuve/
waterlo.

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.
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1. INTRODUCTION
Impersonating trusted individuals, especially through

video, has become an effective means of spreading fake

news, given the high level of trust associated with this

medium [27]. The emergence of Deepfakes has further ex-

acerbated the potential for destabilization, as political rep-

resentatives can be impersonated, posing a significant threat

to a country’s stability [28]. In recent years, the prolifera-

tion of user-friendly tools granting access to state-of-the-art

generative models (e.g., GANs [13] and VAEs) has led to

a substantial increase in both the quantity and quality of

Deepfakes on social media platforms. Consequently, re-

searchers and major tech companies have turned their atten-

tion towards the field of Deepfake detection, aiming to de-

velop effective countermeasures against this novel form of

misinformation. The majority of existing contributions in

Deepfake detection focus on passive detection techniques,

where the detector does not have access to the original or

unaltered source image. These methods rely on exploiting

the lack of realism exhibited by generated content. While

generative models can produce visually compelling images

that can deceive the human visual system [26], they of-

ten fail to accurately replicate subtle image characteristics

such as camera fingerprints [4], frequency patterns [11], or

human-like behavior such as eye blinking [7] and heartbeat

[15]. However, recent detection techniques primarily rely

on end-to-end models that fail in generalization to unseen

Deepfake methods. Thus, there is a need for more robust

and adaptable detection approaches to effectively address

the evolving nature of Deepfakes.

When faced with doubts about the authenticity of an

online video, individuals often turn to passive detectors

to aid their decision-making process regarding trustworthi-

ness. However, even with the availability of such detectors,

there is no guarantee that end users will take the initiative

to verify the integrity of a video if the Deepfake is con-

vincing enough. Recognizing this challenge, researchers

have recently directed their attention towards active detec-

tion methods, which involve modifying the video before

the Deepfake is generated. By employing subtle manipu-

lations, active detection techniques can prevent the creation

of Deepfakes using adversarial attacks, which are carefully

crafted imperceptible perturbations [2, 22]. Another ap-

proach for video owners to establish the untrustworthiness

of a Deepfake is by providing the original sample. This

can be achieved, for instance, through digital watermark-

ing techniques [23], allowing the video owner to prove that

their video is the pristine, unaltered version. However, a

key question arises regarding what the watermark detector

should predict for a Deepfake. There are two possibilities:

either the watermark has disappeared, leaving the owner un-

able to prove anything, or the watermark is still visible, en-

abling the owner to demonstrate ownership of both the pris-

tine video and the Deepfake, but not conclusively determin-

ing which one is real.

To address this question, our paper proposes the use of

localized semi-fragile watermarking, as illustrated in Fig-

ure 1, to provide insights into the regions of the image

that have been manipulated. Our model applies a semi-

fragile watermark throughout the entire image, and the de-

tector, trained end-to-end with the watermark generator, can

identify where the watermark is visible. For instance, in

Deepfake attacks, the detector would detect the watermark

throughout the image except in the manipulated face region.

Additionally, the watermark must be robust to benign ma-

nipulations, such as compression, as this is a common modi-

fication applied by social media platforms before video pub-

lication.

The main contribution of this paper is the design of an

end-to-end model for localized semi-fragile watermarking,

which effectively detects modified regions in images, with a

particular focus on Deepfake manipulation detection, while

also maintaining robustness against benign manipulations

like compression.

The rest of this paper is organized as follows. First,

Section 2 briefly reviews digital watermarking and Deep-

fake detection, followed by the description of the proposed

method in Section 3. Next, the performance and robustness

of the proposed watermark are assessed in Section 4. Fi-

nally, Section 5 concludes the paper.

2. Related Work
This section provides a brief overview of Deepfake de-

tection techniques, categorized as passive or active detec-

tion.

2.1. Passive Detection

The majority of published papers in the field of Deepfake

detection focus on passive detection, which is particularly

beneficial for both publishers (enabling them to refuse to

post or inform viewers) and viewers. These techniques

typically begin by representing image information as a

vector of features. Passive detection can be classified into

three categories based on the extraction of image features:

hand-crafted, physiological, or deep features.

Hand-crafted features. Deepfake generation intro-

duces artifacts that are not naturally occurring and can

be directly detected within the image. Examples include

traces left by convolution operations [14], warping [19],

and blending [16] artifacts. Several studies have also

explored traces left in other components of videos, such

as the frequency domain using techniques like Discrete

Cosine Transform (DCT) [12] or Fourier transform [11],

motion analysis using Euler video magnification [6],

optical flows [1], or texture analysis using Local Binary
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Pattern (LBP) [17].

Physiological features. While generative models ex-

cel at producing visually appealing images, they often fail

to accurately represent certain human traits. Deepfakes

can thus be detected by focusing on traits that generative

models may misrepresent, such as eye movements [7],

heartbeats [15], or even biometric traits for identity verifi-

cation [10, 5], .

Deep features. The final category encompassing methods

that do not rely on expert knowledge to train the underlying

backbone. Various deep architectures have been explored,

including Transformers [31], capsule networks [24], and

Long Short Term Memory (LSTM) [30]. However, the

remarkable performance of Convolutional Neural Network

(CNN), such as Xception [3] and EfficientNet [29], in the

Facebook Deepfake detection challenge [9] has solidified

CNNs as the leading architecture for this task.

2.2. Active Detection

Unlike passive detection, active detection techniques

require access to the original image before the Deepfake

manipulation is applied. Active detection can be classified

into three main approaches: adversarial attacks, robust

watermarking, and semi-fragile watermarking.

Adversarial attacks. Adversarial attacks involve the

careful crafting of imperceptible perturbations added to

the original image with the aim of fooling state-of-the-art

deep neural classification networks. In active detection,

the original image is subjected to an adversarial attack to

prevent Deepfake generation. The adversarial perturbation,

such as noise, is amplified when the image is manipulated

using a generative model, rendering the Deepfake attack

ineffective. In most contributions [22, 25], the adversarial

perturbation is initialized with random noise and then

optimized through gradient descent on the pixel values.

However, active detection based on adversarial attacks often

exhibits weak generalization to unseen generative models,

similar to the challenges faced by deep features in passive

detection. A recent paper [2] proposed a novel architecture

to simultaneously train against various generative models.

The authors argue that since only a limited number of

pre-trained generative models are commonly used, training

the adversarial attack on these prevalent models would

cover most real-world Deepfakes. Their method involves

a shared generative model that takes the source image and

a learned perturbation as inputs, generating an adversarial

perturbation. The learned perturbation is trained separately

for each Deepfake generation model, resulting in multiple

adversarial perturbations. A fusion model is then used

to combine these adversarial perturbations into a single

perturbation.

Robust watermarking. Watermarks are patterns con-

taining embedded secret messages within an image, often

used for owner identification. In the context of Deepfake

detection, several studies have employed robust watermark-

ing techniques. The concept behind these methods is to

incorporate information about the original image, such that

any modifications to the image would result in a mismatch

between the embedded information and the visible content.

The specifics of these methods vary, including the content

of the embedded message. For instance, some approaches

[33, 32] incorporate an identifying key associated with

the person in the video, assuming a database of possible

Deepfake targets with corresponding keys. Alternatively,

other works [35] propose embedding a feature vector

describing the person, where authentication involves

computing a new feature vector and comparing it with the

embedded one using correlation. However, one limitation

of these methods is their assumption of robustness against

Deepfake generation, which requires a high-intensity

watermark to remain detectable. In contrast, our proposed

method does not exhibit robustness against Deepfake gen-

eration, allowing it to operate with a lower level of intensity.

Semi-fragile watermarking. A fragile watermark is

designed to be irrecoverable when the image has been

modified. In contrast, semi-fragile watermarks exhibit ro-

bustness against benign modifications (e.g., compression)

but not against malicious modifications like Deepfakes,

making them suitable for ensuring image integrity. Previous

work [23] utilized semi-fragile watermarking exclusively

on face regions, with the embedded message becoming

unrecoverable if a Deepfake was produced. One advantage

of that approach is that it does not require limiting the

training dataset to deepfake images. However, a drawback

of this approach is that Deepfakes no longer retain the

watermark, making it impossible to determine whether the

video has been modified (only the absence of a watermark

can be ascertained). In contrast, our proposed method

involves adding a watermark to the entire image and then

having the Deepfake remove the watermark in the face

region. This enables us to localize the modified regions, as

the watermark remains visible elsewhere. Our contribution

resides in the introduction of a deep-learning autoencoder

tailored for generating localized semi-fragile watermark-

ing. While the idea of localizing altered regions through

semi-fragile watermarks has been investigated in earlier

works [21, 20], we note that, to the best of our knowledge,

its specific application to Deepfakes has not been addressed

before, nor has it been harnessed through an end-to-end

deep learning framework.
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3. PROPOSED METHOD
The proposed method involves the embedding of an in-

visible watermark into the image prior to Deepfake gener-

ation. This watermark consists of a 1-bit message that is

uniformly applied to the original image. The purpose of the

watermark is to be removed from a block if that block has

undergone any modifications. The detector is designed to

identify the presence of the watermark in each pristine block

while being unable to detect it in modified blocks. There-

fore, if the detector can detect the watermark in all regions

of the image except for the area surrounding a face, it can be

inferred that the face has been manipulated. To address the

specific scenario depicted in Figure 1, our training pipeline

incorporates a Deepfake generator and a compression mod-

ule. This enables us to train the model to detect Deepfakes

with the generated watermark, while also ensuring robust-

ness to benign modifications, such as compression.

3.1. Watermark Generation

The forward pass starts with the watermark generation:

I∗ = I + αGω(I), (1)

where I is the original image, Gω is the watermark gen-

erator parameterized by ω, and α is an hyper-parameter con-

trolling the intensity of the watermark. The watermark gen-

erator is a U-net architecture that inputs the pristine image

and produces a watermark pattern. The pattern is then added

to the pristine image to produce the watermarked image I∗.

3.2. Deepfake Generation

Incorporating a state-of-the-art Deepfake generation

method into our end-to-end pipeline would significantly in-

crease the computational complexity of the training process

and potentially hinder our model’s ability to generalize to

unseen Deepfake generation models. Therefore, inspired

by the approach in [23], we modeled the effect of the Deep-

fake generation method by reducing the intensity of the wa-

termark in a randomly selected location of the image, as

depicted in Figure 2. This allows us to derive the compos-

ite image, denoted as I∗DF , which combines both the wa-

termark and the Deepfake. The derivation of I∗DF can be

described as follows:

I∗DF (θ, x, y) ={
I∗(θ, x, y) if (x, y) /∈ [a, a+ w]× [b, b+ h],
(1− γ)× I∗(θ, x, y) + γ × I(θ, x, y) Otherwise,

(2)

where [a, a+ w]× [b, b+ h] is a randomly chosen rect-

angle of resolution w × h within the dimension of image I ,

and (a, b) is its top left corner. Within this rectangle, a scalar
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Figure 2: During training, we simulate Deepfakes by blend-

ing a region of the pristine image (in blue) in its correspond-

ing watermarked image (in yellow). γ is the blending factor.

γ is used to control the blending between the watermarked

and pristine region of the image.

3.3. Robustness to Compression

Compression is a commonly applied image-processing

operation used to efficiently store and share images over

social networks. Consequently, ensuring the robustness

of the watermark against compression is of utmost impor-

tance. Previous active Deepfake detection methods [23, 2]

have utilized differentiable JPEG, which replaces non-

differentiable components with differentiable counterparts.

In this paper, drawing inspiration from the work of Zhang

et al. [34], we propose an alternative approach. During

the training stage, we approximate the non-differentiable

JPEG operation using additive noise, as expressed by Equa-

tion 3. This operation is differentiable, allowing us to

compute gradients in the backward pass over the pseudo-

differentiable JPEG, as depicted in Figure 3. The advan-

tage of our method, compared to using differentiable com-

ponents in JPEG, lies in the fact that we employ the JPEG

codec exactly as it is used in real-world scenarios.

I∗DF+CP = I∗DF +NJPEG, (3)

where NJPEG refers to the JPEG noise.

3.4. Watermark Detection

The final step involves the localization of the watermark

within the image. The output of the detector, denoted as

mpred, is a normalized heat map where high values (i.e.,

∼ 1) indicate a high confidence in watermark detection,

while low values correspond to lower confidence. The de-

tector, represented as Dρ and parameterized by ρ, adopts

a U-net architecture that is adapted with fewer up layers

than down layers. This adaptation results in an output size

smaller than the input, with the size of the output being a

hyperparameter. In this paper, we utilized an output size of

N ×N . Formally, mpred is defined as:

mpred = Dρ(I
∗
DF+CP ), (4)
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Figure 3: Illustration of the pseudo-differentiable JPEG.

The forward pass consists of applying the JPEG on the im-

age and computing the JPEG noise NJPEG by subtracting

the original image from the JPEG image. The JPEG is later

reapplied to the original image by adding the JPEG noise.

During the backward pass, only the last addition is differen-

tiated.

3.5. Deepfake Detection

Our watermark detector generates a N×N heat map that

indicates the areas where the watermarked image has been

altered. In order to analyze this map, it is necessary to de-

termine whether the image has been modified in the face re-

gion. Each image can fall into one of three classes: pristine

image (I), watermark without Deepfake (I∗), or watermark

with Deepfake (I∗DF ). The primary goal is to distinguish

the pristine image (I) from the watermarked images (I∗,

and I∗DF ) by detecting the presence of a watermark in the

image. To achieve this, we propose to use the mean value

μ of the heat map corresponding to the non-face region. By

comparing the mean value μ to a fixed threshold τ , we can

detect the presence of a watermark. If the mean value μ
is higher than the threshold, it indicates the presence of a

watermark.

Once the watermark is detected, the next step is to differ-

entiate between the classes I∗ and I∗DF . This step is chal-

lenging because Deepfake methods may alter only a small

portion of the face. To address this challenge, we propose

labeling an image as a Deepfake (I∗DF ) if at least 10% of

the pixels in the face region of the heat map are bellow the

threshold (τ ).

3.6. Loss Function

Regarding the loss function, two functions are required

for this problem. The first one, denoted as LD, controls the

detection performance of the detector (Dρ). It is based on

the cross-entropy between the predicted output of D, mpred

and the ground truth mgt. The ground truth consists of a

heat map with ones indicating the Deepfake region and ze-

ros elsewhere. The second loss function, denoted as LG,

regulates the visual perception of the watermark within the

image. Several loss functions are considered in the liter-

ature, with the most popular ones being Mean Squared Er-

ror (MSE) and Structural Similarity Index Measure (SSIM).

Overall, the optimization problem for this task can be ex-

pressed as follows:

ρ∗, ω∗ = argmin
ρ,ω

LG + λLD, (5)

where λ is an hyper-parameter that balances the two

losses.

4. Results
4.1. Experimental setup

We employed the Adam optimizer with a learning rate of

2.10−4 to train our model. Regarding the hyperparameters,

we set λ = 1 (see Equation 5), and we experimented with

three values of α in Equation 1: α ∈ {0.002, 0.005, 0.007}.

During training, we randomly selected γ in Equation 2

and the JPEG quality (if enabled). For each image, we

uniformly sampled γ from the interval [0.5, , 0.9], and for

each batch, we uniformly selected the compression quality

factor from the interval [0.5, , 0.9]. The experimental

results demonstrated that a threshold value of τ = 0.8
and an output size of N = 64 yielded the best detection

performance. For more comprehensive information on the

architectures of the generator and detector, please refer to

Appendix A.

Dataset. We trained our solution using images from

the ImageNet dataset [8], as our task did not require Deep-

fake or specific facial images. The pristine images were

initially zero-padded to attain a resolution of 512 × 512
pixels (if the original images had a higher resolution, they

were scaled down while preserving the aspect ratio). Once

the watermark was generated, the padding was removed,

and the image was scaled back to 512 × 512 pixels before

being processed by the detector. To train the baseline

models and evaluate all models, Deepfakes were neces-

sary. Therefore, we utilized the pristine videos from the

FaceForensics++ (FF++) dataset and generated Deepfakes

using two Deepfake methods: Faceshifter (FSh) [18], and

Faceswap (FS) [26]. We selected 100 frames per video

and followed the same training/validation/testing split as in

FF++ (i.e., 720/140/140 split for 1000 test videos).

Evaluation metrics. To evaluate the performance of

Deepfake detection, we utilize balanced accuracy. For

assessing the quality of watermarked images, we employ

the Peak Signal-to-Noise Ratio (PSNR). It is important

to note that for Deepfake detection evaluation, we only
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Figure 4: Examples of watermarked images with out proposed solution. Additional watermarked images are provided in

Appendix C.

consider images that have a watermark. Moreover, it is

worth highlighting that our detector demonstrates no false

positive detection of the watermark. In other words, the

detector never erroneously detects a watermark in the ab-

sence of one. The two classes we consider are watermarked

images with Deepfake (I∗DF ) and watermarked images

without Deepfake (I∗).

4.2. Quality Assessment

Samples of watermarked images with different values of

α ∈ {0.002, 0.007, and, 0.005} are presented in Figure 4.

It can be observed that the visibility of the watermark varies

with the different models trained using these values. With

α = 0.007 and α = 0.005, the watermark is slightly visible,

while it becomes nearly invisible with α = 0.002. Addi-

tionally, the visibility of the watermark is influenced by its

pattern. The models generate the watermark as a square sig-

nal, which is easily detectable by the human visual system.

This explains why the watermark remains slightly visible at

α = 0.005 despite achieving a high PSNR value of 45.07

dB. When compression is introduced during training, there

is a slight impact on the visibility of the watermark. Al-

though the PSNR value remains the same, the frequency of

the square signal decreases, making it more visible to the

human visual system, while being more robust to compres-

sion as illustrated below.

In previous works [33, 23, 2], the watermarked images

had a PSNR below 36 dB. However, our method generates

samples with a higher PSNR, exceeding 43 dB. This can be

attributed to the fact that the generators in [33, 23] directly

produce the watermarked images, whereas in our approach,

the generators focus solely on generating the watermark it-

self. Furthermore, previous methods aimed at recovering

a secret message from the watermark, while our solution

is focused solely on detecting a 1-bit per block watermark

without any message to recover. This distinction further

simplifies the detection task and thus reduces the intensity

of the watermark.

4.3. Deepfake Detection

This section focuses on Deepfake detection using models

trained and tested without compression.

Examples of heat-map from our model are shown in Fig-

ure 5. The first observation is that the presence of the water-

mark does not affect the generation of Deepfakes. Secondly,

in Figure 5(b), a watermarked image displays a rectangle on

the right border where the watermark is not detected. This

sample is classified as ”watermark without Deepfake” since

the blue region is small in comparison to the image and does

not overlap with the face region. Finally, the examples of

detection on FSh and FS Deepfakes in Figure 5(c) and (d),

respectively, demonstrate that the watermark is not detected

in the face region and would easily be classified as a Deep-

fake by a human operator.

Additional quantitative results are presented in Figure 6.

On average, across all values of α, our model demonstrates

lower accuracy in detecting FS Deepfakes (92.76% with

MSE and 94.22% with SSIM) compared to detecting FSh

Deepfakes (94.48% with MSE and 94.72% with SSIM).

This can be explained, as illustrated in Figure 5, by the fact

that the modified regions when using FSh are much larger

than those when using FS, making FSh’s modifications eas-

ier to detect. Additionally, incorporating SSIM as a quality

metric in the loss function leads to more accurate models

compared to using MSE.
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Figure 5: Example of input/output pairs from the detector.

The model was trained using α = 0.002 and SSIM as re-

construction loss. The output is green in regions where the

watermark was detected, and blue where it was not. Similar

results obtained with models trained with MSE are given in

Appendix B.
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Figure 6: Balanced accuracy of Deepfake detection depen-

dant of PSNR (dB) from models using either MSE (blue) or

SSIM (red) as reconstruction loss and Faceshifter (a) or FS

(b) as Deepfake generation model.

4.4. Generalization to Unseen Data

An essential aspect of a Deepfake detection model lies in

its ability to generalize to unseen generation methods. Typ-

ically, end-to-end detection or adversarial attack models are

Table 1: True Positive Rate (TPR), True Negative Rate

(TNR), and Balanced ACCuracy (BACC) of Deepfake de-

tection from either a passive model (i.e., Xception) or our

proposed active detection model. The models are also tested

in a cross-dataset setting with a different dataset than the

one they were trained on to assess their generalization per-

formance. The best results in the cross-dataset settings are

shown in bold.

Method TR TE TPR TNR BACC

Xception

FSh
FSh 98.49% 100% 99.24%

FS 20.31% 100% 60.15%

FS
FSh 42.65% 99.90% 71.28%

FS 99.45% 99.90% 99.67%

Ours (SSIM) -
FSh 97.07% 98.58% 97.83%

FS 94.46% 98.58% 96.52%

Ours (MSE) -
FSh 98.54% 96.40% 97.47%

FS 92.54% 96.40% 94.47%

TR: Training dataset TE: Testing dataset

trained on specific generation methods [2, 26], resulting in

poor performance when faced with unseen methods. In con-

trast, our model was not trained using a particular Deepfake

generation method, but rather on a simulation of Deepfake

manipulations. Consequently, the Deepfake methods tested

in this paper are considered as unseen data for our model.

Table 1 presents a performance analysis of an Xception

model trained in a passive detection manner on each method

and tested across datasets. When trained and tested on the

same dataset, Xception exhibits superior performance com-

pared to our proposed model (with a 1.41% improvement

on FSh and 3.15% on FS). However, when tested in a cross-

dataset setting, the performance of Xception declines, while

our model demonstrates significantly higher accuracy (with

a 26.55% improvement on FSh and 36.37% on FS).

4.5. Robustness to Compression

We conducted training experiments with and without a

compression module to evaluate the effectiveness of the

pseudo-differentiable JPEG compression. Figure 7 illus-

trates a comparison of the balanced accuracy of our model

with and without the compression module at various levels

of JPEG compression quality.

The results demonstrate significant improvements in de-

tection accuracy achieved by the compression module, par-

ticularly at low and medium compression quality levels. For

instance, the watermark trained without the compression
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module is never detected when JPEG qualities are below

90%. Conversely, our generated watermarks exhibit robust-

ness to high compression ratios, achieving a balanced ac-

curacy of nearly 50% even at a JPEG quality of 20% for

α = 0.007. For lower values of α, the model can still de-

tect the watermark, but it no longer identifies a modified

region. This explains the 50% accuracy (almost 100% ac-

curacy in detecting watermarks but 0% in detecting Deep-

fakes) observed for α = 0.002. Our model also demon-

strates reduced robustness to compression when detecting

FS images compared to FSh, which can be attributed to the

smaller modified region (see Figure 5).
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Figure 7: Balanced accuracy of Deepfake detection ver-

sus the JPEG quality factor (in %) of our solution using

SSIM as reconstruction loss with different values of α and

FSh (a) or FS (b) as Deepfake generation models. Similar

curves obtained with models trained with MSE are given in

Appendix B. ’w/o compression’ represents models trained

without compression, while ’w/ compression’ represents

models trained with compression.

Previous studies [33, 32] have shown robustness to com-

pression without incorporating a compression module dur-

ing training. In contrast, our solution lacks robustness with-

out the compression module. This discrepancy can be ex-

plained by the lower PSNR values in their methods, which

allow the watermark to remain visible after compression.

In contrast, our higher PSNR values necessitate the use of

a compression module to detect the watermark after com-

pression.

While training for robustness to compression enhances

the detection of compressed samples, it also reduces the

model’s performance on uncompressed samples. For in-

stance, our model trained without compression, using SSIM

and α = 0.005, achieved an accuracy of 95.24% on FSh

samples without compression. Conversely, the same model

trained with compression only achieved 84.52% accuracy

on the same uncompressed samples. It is important to note

that our results can reach 0% accuracy, whereas in passive

detection results, 50% represents the lower bound (corre-

sponding to random classification). This discrepancy arises

because we did not include samples without a watermark

in our results, as our focus was on scenarios where individ-

uals use the watermark to protect their images. However,

even though all the tested samples are watermarked, they

can still be classified as pristine if the watermark is not de-

tected at all, thereby resulting in 0% accuracy. Lastly, it is

worth highlighting that we observed no false-positive de-

tections, indicating that our detector never identifies a wa-

termark when none is present.

5. Conclusion

In this paper, we have presented a novel approach for

detecting Deepfakes through a localized semi-fragile water-

mark solution. Our method takes advantage of the fact that

Deepfake generation tends to diminish the presence of wa-

termarks specifically in the face region. By exploiting this

behavior, our detector can effectively identify modified re-

gions in the image. Moreover, our model is trained in an un-

supervised manner and incorporates a compression module

to enhance robustness against compression artifacts. The

experimental results on the testing set of the FF++ dataset

have demonstrated the effectiveness of our proposed solu-

tion. When trained with the SSIM loss, our model achieved

high detection accuracy for FSh and FS Deepfakes, with

rates of 97.83% and 96.52% respectively. In addition, our

solution generated watermarked images of good quality,

surpassing state-of-the-art methods with PSNR values ex-

ceeding 43 dB. Notably, our approach exhibited remarkable

generalization ability, outperforming classical passive de-

tection solutions even in cross-dataset scenarios. For future

research, we aim to further refine our approach by explor-

ing methods to control the watermark pattern, making it less

visible to the human visual system. This would contribute

to improving the overall invisibility and effectiveness of our

watermarking technique.
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