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1. More Qualitative Visualization
We reported a few more visualization examples of the

image manipulation localization predictions in Fig. 1. We
have shown the pixel-map predictions on the five evaluation
datasets - Casia [3], Columbia [7], Coverage [11], Nist16
[1], and IMD20 [8] by the four baseline image manipulation
detection and localization (IMDL) models - MVSS-Net [2],
Cat-Net [5], PSCCNet [6], and ObjectFormer [10] when
trained on our TrainFors dataset. We found in our inves-
tigation that PSCCNet [6] and MVSS-Net [2] gave compar-
atively better manipulation localization pixel-maps, PSCC-
Net results being more consistent. But again with better
prediction, more false alarm predictions are made by PSC-
CNet, as seen in the Coverage example. All four baseline
models failed in predicting a few forged images from the
IMD20 dataset as shown in the last row of Fig. 1. The
IMD20 consists of real-life manipulated images and the
baseline IMDL models were not very promising in predict-
ing the manipulated pixel maps in such cases.

2. Robustness Evaluation: Manipulation De-
tection

All the previous research [12], [4], [6], [10] reported a
robustness evaluation on the pixel level manipulation local-
ization task, but none reported the robustness analysis on
the image level-manipulation detection task. It is equally
important to report the latter for a fair comparison of the ro-
bustness performance of the baseline IMDL models. More-
over, [2] and [5] did not perform any robustness evalua-
tion. Similar to pixel-level robustness evaluation, we added
the following distortions to the manipulated images: Im-
age scaling with scales=0.78X, 0.25X, Gaussian Blurring
with a kernel size k=3, 15, added Gaussian Noise with
a standard deviation σ= 3, 15, and JPEG Compression
with a quality factor q=50, 100. We also added a mix of
these distortions in the mixed column and the No Distor-
tion column. We compared the manipulation detection per-
formance (AUC scores) of the pre-trained models with all

the baseline methods on these distorted images and report
the results on the Columbia dataset in Tab. 1. We cannot
evaluate the robustness of manipulation detection on the
Nist16 [1] dataset because there are no pristine (negative)
images in the dataset. Objectformer showed promising re-
sults on the robustness evaluation of the manipulation de-
tection task when trained on the author-specified backbone
network. But as soon as we used the EfficientNetV2 [9]
backbone network for pre-training, the image manipulation
detection robustness evaluation improved for the other three
IMDL models. PSCC-Net [6] achieved the best perfor-
mance when Gaussian Noise and Gaussian Blurring Distor-
tion were added and MVSS-Net [2] achieved the best per-
formance for resizing the images, JPEG-compressing the
raw images, and also on the addition of a mix of all the dis-
tortions. Cat-Net’s [5] performance on image level manip-
ulation detection task is much better when compared with
its performance on the pixel-level manipulation localization
task. The reason could be an imbalance between the true
positive and false alarm predictions, with false alarm pre-
dictions contributing more toward the increase of the ma-
nipulation detection rate.

3. Limitations

The major drawback of image manipulation detection
and localization (IMDL) tasks is finding a balance between
true positive and false alarm predictions. Some of the previ-
ous research works showed good model predictions for ma-
nipulation localization pixel maps, but they did not report
their false alarm rates. The IMDL models fail to detect syn-
thetically generated images from generative methods like
- Generative Adversarial Networks (GANs) and Diffusion
Models (DMs). A uniform training dataset should be uti-
lized for training and fair evaluation of the IMDL mod-
els and we tried to address this by curating the TrainFors
dataset in this work.
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Figure 1: Image Manipulation Localization Prediction Visualization - From top to bottom, we show examples from 5 benchmark evaluation datasets: Casia, Columbia, Coverage
Nist16, and IMD20 by 4 baseline IMDL models: MVSS-Net, Cat-Net, PSCC-Net, and ObjectFormer, trained on our proposed TrainFors dataset.

No Dis- Resize Resize Gau-Blur Gau-Blur Gau-N Gau-N JPG-Comp JPG-Comp
tortion (0.78X) (0.25X) (k=3) (k=15) (σ=3) (σ=15) (q=100) (q=50) Mixed

Columbia

Author-Specified Backbone

MVSS-Net[2] 82.1 81.9 81.8 77.9 74.3 68.7 66.5 78.7 78.8 65.3
Cat-Net[5] 81.6 81.5 81.4 77.6 73.8 67.4 65.6 77.9 78.1 64.2
PSCCNet[6] 83.4 82.9 82.8 79.8 77.1 71.4 70.2 80.3 80.5 69.7
ObjectFormer[10] 84.8 84.6 84.5 80.3 77.9 72.7 71.4 82.1 82.8 70.8

EfficientNetV2 [9] Backbone

MVSS-Net[2] 85.6 85.5 85.4 81.4 78.2 73.7 72.9 83.6 83.8 72.4
Cat-Net[5] 83.5 82.9 82.7 80.6 77.3 72.6 70.8 81.3 81.5 70.1
PSCCNet[6] 85.4 84.8 84.5 81.6 79.1 73.8 73.4 83.4 83.5 71.7
ObjectFormer[10] 84.8 84.6 84.5 80.3 77.9 72.7 71.4 82.1 82.8 70.8

Table 1: Robustness Comparison of Image-level Manipulation Detection AUC(%) with various distortions evaluated on Columbia[7] dataset, when pretrained with author-specified
backbone networks and EfficientNetV2 [9] backbone network respectively
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