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Abstract

Digitization of scanned receipts aims to extract text from
receipt images and save it into structured documents. This
is usually split into two sub-tasks: text localization and opti-
cal character recognition (OCR). Most existing OCR mod-
els only focus on the cropped text instance images, which
require the bounding box information provided by a text re-
gion detection model. Introducing an additional detector to
identify the text instance images in advance adds complex-
ity, however instance-level OCR models have very low ac-
curacy when processing the whole image for the document-
level OCR, such as receipt images containing multiple text
lines arranged in various layouts. To this end, we propose a
localization-free document-level OCR model for transcrib-
ing all the characters in a receipt image into an ordered se-
quence end-to-end. Specifically, we finetune the pretrained
instance-level model TrOCR with randomly cropped image
chunks, and gradually increase the image chunk size to gen-
eralize the recognition ability from instance images to full-
page images. In our experiments on the SROIE receipt OCR
dataset, the model finetuned with our strategy achieved 64.4
F1-score and a 22.8% character error rate (CER), respec-
tively, which outperforms the baseline results with 48.5 F1-
score and 50.6% CER. The best model, which splits the full
image into 15 equally sized chunks, gives 87.8 F1-score and
4.98% CER with minimal additional pre or post-processing
of the output. Moreover, the characters in the generated
document-level sequences are arranged in the reading or-
der, which is practical for real-world applications.

1. Introduction
Scanned receipt digitization aims at documenting text

in receipts. This process was formally defined as Scanned

Receipts OCR and Information Extraction (SROIE) task in

the ICDAR 2019 competition [7], which provides a bench-

mark dataset, called SROIE, and splits the task into local-

ization and recognition sub-tasks. Existing works focus on
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Figure 1. Our proposed step-by-step finetuning strategy for adapt-

ing TrOCR to the document-level OCR. “æ” indicates the separa-

tor token for dividing characters in each text-line.

either the text detection [21, 18, 11] or character recog-

nition [15, 3, 24], and most OCR models can only tran-

scribe text from cropped text instance-level images as op-

posed to document-level receipt images. Introducing an

additional detector to identify the text instance images in

advance increases system complexity, and it requires post-

processing to combine the instance-level sequences to ob-

tain a document-level transcription. To this end, finetun-

ing an instance-level OCR model to generalize its recogni-

tion ability to full page images could be more efficient for

document-level OCR, while maintaining the same accuracy.

Recently, a pretrained Transformer-based OCR model

TrOCR [10] was proposed which achieved state-of-the-art

performance on the SROIE dataset. However, TrOCR was

trained using only text instance images, which makes its

adaptation to document-level OCR challenging because of

the great variation in input images, which include many

more characters and more lines than the single lines it was

trained on. To explore the potential of TrOCR for end-to-

end document-level OCR without text localization, we pro-

pose an efficient step-by-step finetuning strategy as shown

in Fig.1. Specifically, we first randomly split the whole

receipt image into image chunks whose size is closer to

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

1479



the original text instance images. These are then used to

finetune the TrOCR model for what we call “chunk-level”

OCR, and we gradually increase the chunk size to introduce

more difficult chunks containing more lines and characters.

Every time we use the model finetuned in the previous step

to initialize the current model. Finally, we train using the

entire, un-chunked, receipt images to achieve document-

level OCR. The intuition behind this strategy is to progres-

sively get the model to generalize its recognition ability

to larger images. We define the order of characters in the

chunk-level label as top-left to bottom-right, and propose a

method to construct the reference label for each chunk auto-

matically. We also include a text-line separator token in the

constructed reference label, which aims to encode the line

segmentation for the layout learning and also facilitate post-

processing the model output into lines during inference.

We conduct experiments on the SROIE dataset for the

document-level OCR. We cannot directly compare our re-

sults with those in the literature, since they only focus on

instance-level OCR. Thus we construct two baseline fine-

tuning methods for comparison. The experimental results

show that our method achieves better performance than the

two baselines on both word-level and character-level met-

rics. We finetuned TrOCR as well as the document un-

derstanding model Donut [9] for comparison. Both models

have different input sizes, and using our method we expect

we could eventually find an optimal input size in terms of

accuracy and computational efficiency. The main contribu-

tions of our work are summarized as follows:

• We propose a method to construct chunk-level ref-

erence labels automatically using only annotated

instance-level labels. This method can be easily ap-

plied to other OCR datasets.

• The generated characters are arranged in the reading

order with a unique text-line separator token for post-

processing, which is practical for real-world applica-

tions.

• We propose a step-by-step finetuning strategy to adapt

TrOCR for document-level OCR, which can process

the entire image and achieve competitive performance.

2. Related Works
CNN-Based OCR models Based on our target, we mainly

focus on end-to-end OCR models which include two mod-

ules for detection and recognition, respectively. Previous

research treats these two problems independently [1, 20, 19]

by combining a text detector with a recognition model.

Since the interaction between the two modules can com-

plement each other to avoid the error propagation, recent

research [5, 6, 12, 8] jointly optimizes the two modules by

sharing the intermediate results. However, all these mod-

els include a text detection module explicitly or implicitly

whereas we aim to perform document-level OCR without

extracting intermediate text regions.

Transformer-Based OCR models A Transformer-based

model TrOCR was proposed recently for the receipt OCR

task. TrOCR incorporates a vision transformer and a lan-

guage model in its encoder-decoder architecture, which was

trained on large-scale printed and handwritten OCR data for

robust text recognition. Several Transformer-based mod-

els were also proposed focusing on hand written text OCR

[22, 16] or scene text OCR [2, 17, 14]. However, all these

models are restricted to the transcription of the cropped text-

line or instance images instead of the full images. Recently,

an OCR-free document understanding model Donut [9] has

been proposed lately, which includes a pseudo-OCR pre-

training task to transcribe texts from document images.

3. Methodology
3.1. TrOCR Model Architecture

We will first introduce TrOCR as the backbone model

for our finetuning work. TrOCR is a Transformer-based

OCR model which consists of a pretrained vision Trans-

former encoder BEiT [4] and a pretrained language model

decoder RoBERTa [13] as shown in Fig.2. To recognize

characters in the cropped text instance images, the images

are first resized into square boxes of size 384 × 384 pixels

and then flattened into a sequence of 576 patches, which are

then encoded by BEiT into high-level representations and

decoded by RoBERTa into corresponding characters step-

by-step. TrOCR was pretrained with 684M textlines in En-

glish, which ensures the robust recognition ability for char-

acters in various formats. However, TrOCR can only handle

cropped single-line text instance images, which leads to un-

derperformance when finetuning the model directly using

whole receipt images. Therefore, a better finetuning strat-

egy to adapt the model recognition from cropped images to

full images is required.

3.2. Chunk-Level OCR Finetuning

To leverage TrOCR for whole image text recognition,

we propose to finetune the model with image chunks ex-

tracted from the whole images for chunk-level OCR. As

Fig.2 shows, our finetuning pipeline contains three mod-

ules: (i) randomly sample image chunks from the full re-

ceipt image; (ii) construct the label for the sampled chunks;

and (iii) finetune the model with chunks and corresponding

chunk labels. We will introduce the random sampling and

the finetuning process in this section.

Randomly sampling image chunks from whole images

aims to obtain larger images for training the model. The

reason for introducing randomness is that we hope to extract

different chunks from each image across different epochs,

which can increase data diversity and improve model gener-
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Figure 2. Finetuning the TrOCR model for chunk-level OCR.

alization. Formally, to sample a chunk from a receipt image

of width W and height H , we first set a hyper-parameter

L for the chunk numbers that we will split a receipt image

into, then define the image chunk size whose width w is

always the same as the corresponding image width W and

height h equal to H/L. With the determined chunk size,

we randomly select an image chunk starting point s on the

y-axis whose value ranges from 0 to H−H/L, and crop the

chunk between s and s + h on the y-axis. Last, we repeat

the sampling N times to extract multiple chunks from each

receipt image.

With the randomly cropped chunk images, we can ob-

tain corresponding chunk-level labels with the method that

will be described in the next section, and use the chunks

and labels for chunk-level OCR finetuning. The chunk size

determines the contents in the chunk which in turn affect

the learning difficulty. Therefore we feed the model with

smaller chunks whose resolution is similar to the text in-

stance images at the early stage, and increase the chunk size

gradually to finetune the model with progressively more dif-

ficult image chunks. Concretely, we start by setting L with

a large value which produces smaller chunks, then after the

training is finished using the current L, we start the next

stage training with smaller L, and every time we use the

best model checkpoint from the previous training step to

initialize the model in the current step. Finally, we increase

the chunk size to the full image size (L=1) for document-

level OCR. We use the notation Growing-Finetune for our

proposed method.

3.3. Chunk-Level Label Construction

Chunks usually contain multiple text-lines and some

characters are split vertically in half as shown in Fig.2.

Therefore, to construct labels for randomly cropped chunks,

a definition for the character order in the label and which

split characters should be included in the label is required.

In this paper, we define the top-left to bottom-right read-

ing order for characters in the chunk as the correct order,

and set a overlapping threshold θ to include characters with

an overlapping rate larger than θ to make sure no unrecog-

nizable split characters are mistakenly included in the la-

bel. Based on these definitions, we construct the chunk-

level label with the use of annotated texts and corresponding

bounding boxes information as shown in Algorithm 1. We

first gather the I bounding boxes in the randomly cropped

image chunk and filter out boxes with overlapping rate less

than θ, and sort boxes as well as labels based on the y-axis

values of the left-upper anchors of boxes. To align boxes

horizontally in the same line, we define a merging thresh-

old δ to merge boxes that overlap vertically over the thresh-

old into text-line level labels, and sort the boxes in each

group based on the x-axis values of the left-upper anchors

from left to right. Lastly, we concatenate labels of boxes

in each group with white space as text-line labels, which

are concatenated with text-line label separator token “æ”.

This character does not appear in any of the receipts and

is used to encode the line segmentation for the receipt lay-

out learning. To clarify, we only use the boxes for the label

construction and no box is used during inference.

4. Experiments

4.1. Settings

Dataset We use the SROIE dataset from the ICDAR 2019

competition for our experiments. The SROIE OCR task fo-

cuses on text recognition of cropped receipt images. There

are 626 and 361 images in the training and testing set, re-

spectively, which are annotated with ground truth bounding
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Algorithm 1 Chunk-Level Label Construction

Input: overlapping threshold θ, merging threshold δ,

chunk numbers to split L, chunk numbers to sample N
Output: chunk set X and chunk label set Y
Data: input image V = W × H

1: Init X ← {}, Y ← {}, n ← 1, h ← H/L
2: for n = 1 to N do
3: Randomly select a starting point s ∈ (0, H−H/L)
4: Chunk x between s and s+ h
5: Gather boxes B = {bi}Ii=1 and labels R = {ri}Ii=1

6: Sort boxes and labels by y-axis values of anchors

7: for bi in B do � filtering boxes

8: if overlap(bi, x) ≤ θ then
9: Remove bi from B

10: end if
11: end for
12: Init merged boxes B

′ ← {} and labels T
′ ← {}

13: for bi in B do � merging text-line labels

14: if bi /∈ B′ then
15: Init text-line label set ti ← {ri}
16: for bj in B − {bi} do
17: if v overlap(bi, bj) ≥ δ then
18: Add rj to ti
19: end if
20: end for
21: Sort ti based on x-axis values of anchors

22: ti ← Concat labels in ti with whitespace

23: Add ti to T
′

24: Add bi to B
′

25: end if
26: end for
27: y ← Concat labels in T

′
with the separator æ

28: Add x to X
29: Add y to Y
30: end for
31: return X,Y

boxes and corresponding texts, and we keep the train and

test data split the same as the TrOCR setting. We randomly

sample 60 images from the training set to construct the val-

idation set. For the chunk-level OCR setting, the training

chunks are randomly sampled from each image in the train-

ing set, while the validation and testing chunks are sequen-

tially cropped from each image to ensure the full image area

is covered for the evaluation. All the labels are obtained by

the chunk-level label construction method in Section 3.3.

Hyper-parameters We use trocr-base-printed1

model checkpoint finetuned with the original SROIE train-

ing data from Hugging Face [23] for our own finetuning ex-

periments. The boxes filtering threshold θ, text-line merg-

ing threshold δ and sampled chunk number N for training

1https://huggingface.co/microsoft/trocr-base-printed

Figure 3. Distribution of the number of text lines in receipt images.

data are 0.3, 0.5, and 20, respectively, which are determined

by results on the validation set. For the split chunk number

L, we first compute the distribution of text-line numbers

of training images as shown in Fig.3, then use the median

number 30 as the initial value. By decreasing the value to

15, 7, 4, 2 and 1, we train the model with increasingly larger

chunks at subsequent stages. We set the beam search size as

5 for the text generation. We also finetune the Donut model

(donut-base2) which has been pretrained to read texts

from a large number of document images for comparison.

Evaluation Metrics We use two evaluation metrics adopted

in OCR tasks to evaluate the performance: Word-Level

precision, recall, F1 (Word-Level PRF) and Character Er-

ror Rate (CER). The Word-Level PRF focuses on correctly

matched words in the hypothesis without considering the

word order, while the CER focuses on the character-level

substitutions, deletions, and insertions as:

CER = (S +D + I)/(S +D + C)

where S, D, I , and C are the number of substitutions, dele-

tions, insertions, and correct characters, respectively.

4.2. Baselines

Direct-Finetune This is a straight-forward method that uses

the whole receipt image for the document-level OCR di-

rectly. Concretely, we resize the whole image as input and

split it into patches, and finetune the model with patches

and document-level labels end-to-end. Resizing the whole

image to 384× 384 pixels will cause a large variation in the

average resolution of each character for the recognition.

Concatenate-Finetune This is a compromise strategy to

keep the input resolution closer to the original setting,

which splits the image equally into several chunks, and em-

beds each chunk into sequences that are concatenated in

the temporal dimension to construct document-level inputs.

Since the linearly increased input length brings higher com-

putational cost, we restrict the split number to 4 and inter-

polate the position embeddings to adjust for longer inputs.

2https://huggingface.co/naver-clova-ix/donut-base
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Figure 4. Error analysis on the generated full-page receipt OCR texts. Characters in the red, blue, and green colors represent the substitution,

insertion, and deletion errors, respectively. Black characters are the corresponding correct content.

4.3. Quantitative Analysis

Performance Comparison We first compare the perfor-

mance of our method and two baselines. As the re-

sults in Table 1 show, our method outperforms the two

baselines on all metrics, which demonstrates the im-

proved generalization ability for full-page images with

Growing-Finetune. Moreover, the worst performance with

Concatenate-Finetune also highlights the increased compu-

tational complexity on the longer inputs. Compared with

the original TrOCR model, our results are worse since the

evaluation for the longer and ordered document-level se-

quence is more strict, which also reveals the efficiency

of our method to achieve good results without using the

bounding box information for the localization. Further-

more, when applying our method to Donut for comparision,

we see that the model achieves similar performance to the

Direct-Finetune, which indicates that Growing-Finetune is

more effective when the discrepancy of input image resolu-

tion between pretraining and finetuning is large.

Chunk Size Analysis We then analyzed how the TrOCR

model performance changes according to the input chunk

size. Since the chunk size is determined by the chunk num-

ber L, we test the performance under different L and the

variation is shown in Table 2. We observed that perfor-

Model Precision Recall F1 CER (↓)

Instance-Level OCR
TrOCR 96.1 96.2 96.2 0.95

Document-Level OCR w/ TrOCR
TrOCR+Direct-Finetune 51.9 45.4 48.5 50.6

TrOCR+Concatenate-Finetune 23.5 47.2 31.3 122.5

TrOCR+Growing-Finetune (Ours) 66.4 62.5 64.4 22.8

Document-Level OCR w/ Donut
Donut+Direct-Finetune 91.8 91.4 91.6 3.1
Donut+Growing-Finetune (Ours) 91.3 91.0 91.1 3.5

Table 1. Model performance comparison with different finetuning

strategies for whole document OCR.

L Precision Recall F1 CER S I D Avg. length

30 87.4 87.2 87.3 6.88 5315 7379 8761 5.9

15 87.9 87.7 87.8 4.98 3835 4593 5256 9.6

7 84.6 83.8 84.2 5.64 5468 3076 5822 18.2

4 82.6 81.9 82.2 6.04 6542 2874 5416 30.1

2 77.5 76.6 77.0 9.51 13057 3992 8747 57.5

1 66.4 62.5 64.4 22.8 27450 6489 20400 107.5
Table 2. TrOCR model performance with different chunk numbers

per image. Larger number L indicates smaller chunks on average.

mance improved with increased chunk size at first, since the

larger chunk size will introduce fewer split characters which

reduces errors caused by the insertion and deletion, but the

performance decreases when the size becomes larger, since

images with more content and a longer target sequence sig-
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Figure 5. Generated Texts with Different Beam Search Size (bs). The underlined texts are deleted contents with the default beam size.

Model Precision Recall F1 CER

Growing-Finetune (L=15) 87.9 87.7 87.8 4.98

– Separator Token 89.8 88.8 89.3 5.46

– Random Sampling 77.8 76.5 77.2 11.3

Table 3. Ablation study for the factor influence analysis.

nificantly increases the learning difficulty, especially for the

half-page and full-page settings which doubles the error

rates compared with their previous settings. The optimal

trade-off is achieved at L = 15, where each chunk contains

roughly 2 text-lines, on average. It is worth noting that if

the text detection in the baseline TrOCR were to miss 4%

of ground truth regions, our best method results would be

better than the original TrOCR performance.

Ablation Study Lastly, we analyze the influence of two

main factors in our strategy with the ablation study as shown

in Table 3. By removing the separator token, we noticed

the CER performance drop is minor. While by sampling

chunks sequentially without randomness, we found the per-

formance dropped significantly on all metrics, which indi-

cates the importance of randomness in bringing more di-

verse data and larger data size among all epochs for the

convergence. This may also be thought of as a form of data

augmentation.

4.4. Qualitative Analysis

To understand the quality of generated document-level

texts, we conduct the error analysis on generated full-page

OCR texts with L = 1 as shown in Fig.4. For the first ex-

ample, our model generates a much longer sequence than

instance-level TrOCR and achieved 0.13% error rate where

only one character was mistakenly substituted. This in-

dicates the model can generate high-quality texts for full-

image receipts. On the other hand, for the second example,

our model achieved a 14.82% error rate and made substi-

tution errors on numbers and insertion or deletion errors on

sequences. We hypothesize that the insertions are caused by

memorization during model training, and the deletions are

caused by the small beam size. We generate texts for the

second example with the beam size 1 and 7, respectively,

and the results in Fig.5 show that decoding with a larger

beam size can successfully generate the missing contents

which supports our hypothesis.

5. Conclusions and Future Work
In this paper, we propose a step-by-step finetuning strat-

egy and an automatic label construction method for adapt-

ing TrOCR to perform document-level receipt image OCR.

The finetuned model can handle the full image input and

transcribe all characters into long ordered sequences. More-

over, our method outperforms other straight-forward fine-

tuning baselines, which indicates the efficiency of finetun-

ing with image chunks of increasing size. We observed the

trade-off between performance and chunk size, and learned

the importance of random sampling from the ablation study.

Besides, our method is more effective in improving the

generalization ability when the discrepancy of input image

resolution between pretraining and finetuning is large, as

demonstrated with experiments on the Donut model. We

expect this study can serve as a baseline for future stud-

ies that concentrate on efficient finetuning methods for the

document-level receipt OCR model construction.
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