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1. How well can CLIP differentiate between
views and objects?

Our work targets retrieval from freehand quick and ab-
stract sketches, such as sketches collected by Qi et al. [2]
and Zhang et al. [5]. There are several strategies to repre-
sent 3D shapes using their multi-view projections in sketch-
based 3D model retrieval literature: using RGB renderings
or NPRs (Non-Photorealistic Renderings). However, there
is a large domain gap between such views and freehand
sketches we consider as queries. To motivate our work, we
study CLIP [3] features similarity across domains, and its
ability to match the model views across various domains.

In this study, we only consider 3D shapes from the chair
category from the AmateurSketch dataset [2]. We use three
different views for every object, with the camera azimuth
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angles set to 0◦, 30◦, and 75◦.
In this study, we compare shape
representation in three styles: (1)
freehand sketches – sketches from
[2] created by human participants
without art training; (2) NPRs –
synthetic sketches created using
object-space non-photorealistic
rendering with the use of Blender
Freestyle [1] or (3) RGB renderings. The inset shows
example viewpoints in the considered styles for one of the
considered 3D shapes.

Further, in this study, we use the third layer of the pre-
trained ResNet101 CLIP image encoder as our CLIP em-
bedding space, following [4].

1.1. Study 1: Aggregated feature similarity

First, we consider 10 randomly-selected objects (the cor-
responding freehand sketches for them are shown in Fig. 1),
and compute the distance between two 3D shapes A and
B, represented with their multi-view renderings or freehand

sketches from the three considered viewpoints, as follows:

d(Ai, Bj) =
1

V

V∑
k=1

(
CLIP(Ai

k)− CLIP(Bj
k)
)2

(1)

where V = 3 is the number of views, and subscripts i and
j denote one of three image domains: freehand sketches,
NPR renderings, or RGB renderings. Since in this study we
aggregate the distance across matching viewpoints in differ-
ent domains, we refer to this study as ‘Aggregated feature
similarity’.

In Fig. 1, we plot pairwise distances between shapes,
when their views come from one of the three image do-
mains. We can see that in all three configurations, com-
paring the same object between different domains results
in the lowest average distance (darker color) in most of
the cases. This shows the general robustness of the CLIP
model across different domains. We also can see that it is
easier to find correct matches for 3D shapes represented
with freehand sketches and NPR renderings than for 3D
shapes represented with freehand sketches and RGB ren-
derings.

1.2. Study 2: Matching views across various do-
mains

Comparing individual views k and h in domains i and
j, we compare view embeddings of the same object for the
compared domains, and average over different objects:

d(ki, hj) =
1

N

objN∑
A=obj1

(
CLIP(Ai

k)− CLIP(Aj
h)
)2

(2)

where N = 100 is the number of objects. Fig. 2 shows that
for all configurations the average lowest values are obtained
when comparing the same view. This shows that, in gen-
eral, CLIP is able to match the same view of an object be-
tween different domains. Similarly, we observe that match-
ing views of freehand sketches with NPR renderings is more
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Figure 1. We plot pairwise distances between shapes when their views come from one of the three image domains: freehand sketches [2],
line or RGB renderings. Note that in this study, we use geometry-based NPRs (Non-Photorealistic Renderings) [1]. See Sec. 1 for the
details.
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Figure 2. We plot average pairwise distances between views in
different image domains: freehand sketches [2], NPR or RGB ren-
derings. See Sec. 1 for the details.

reliable than matching freehand sketches with RGB render-
ings. However, when comparing freehand sketch views with
views from other domains, we observe that the confidence
intervals can overlap. This means, that occasionally an in-
correct viewpoint in a different domain can be selected.

1.3. Motivation for our work

These two studies motivate our work on considering di-
verse fine-tuning strategies. In particular, we challenge our-
selves with the task where fine-tuning can be performed on a
single shape category and study the model’s generalization
to other categories. We refer to the latter as ‘Fine-Tuned but
Zero-Shot’.
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